
	DEWG Meeting Notes

July 6th, 2004

	Attendees: Ryan Thomason, Annette Morton, Kristy Bascom, Paul Chae, Jackie Ashbaugh, Troy Anderson, Johnny Robertson, BJ Flowers, Suzette Wilburn, Bob Hansen, Heidi Henderson, Kyle Patrick, Amy McDonald, Jamie Lavas, Jennifer Garcia, Krisana Carbajal, Matt Mereness

	Summary of Event

	Action Items

· T. Anderson update on downloaded statistics:  API Portion is tied to MIMO and cannot be implemented until after MIMO.  The manual portion can be implemented in July.  This information will provide what reports are being used and by whom.  

· Matrix Update:  Matrix of all reports created and used by the market – to be published for the market.  Currently in progress.  

SCR 734

· Passed at PRS

· Why do we have comments as a field – not sure where this requirement came from. Probably because The SCR has the field names from that part of the Siebel System Comments in Siebel typically pertain to internal ERCOT comments. Discussion on how we could remove this field.  Can we change it to a blank column?  Can we just run it as null?  R. Thomason noted that he was concerned about removing the ‘comments’ field request after the SCR has been approved.  J. Garcia noted that in the impact analysis done an update could be added to remove the ‘comments’ field from the initial request as it has not been formally approved through TAC yet.  ERCOT can strike it out in the impact analysis or it can go to TAC to be approved as amended

· BJ Flowers noted that this SCR passed at PRS and agreed it would be done manually until it can be automated.  T. Anderson noted that there is an interest in finding out how many requests there may be to see how many resources need to be used.  The group to be used would be EDIM. BJ Flowers wants to know if it is easier to schedule this information or to ask for it by request.  She noted that once a month would be too little, but would probably ask for it every other week. 

TDSP ESI ID Report 
· S. Wilburn reviewed slide from the RMS Linked ESIID presentation with group.  Areas for Improvement slide was reviewed, there were 3 suggestions for possible exception reports (listed briefly below).  It was determined by the group that the initial discussions for the process of keeping systems in synch should first occur at TX SET.  TX SET needs to determine how the TDSPs used the address field in the 814_04.  Is it echoed back or do they pull the actual service address from their system.  The TDSP owns everything about the meter so they would have the up to date information.  Where requirements are identified for flushing out and developing should go back to RMS

· 3 possible reports to be used for identifying:

· TDSPs to perform synchronization reports – on what type of schedule??

· CRs create exception process for 814_04 with addresses different from what the CR has in their internal system

· ERCOT provide exception process when address on the 814_04 is different than what would go out on the 814_05

· Who should be the responsible party for notification of these out of sync issues?  CR to ERCOT or ERCOT to TDSP or other?

· R. Thomason noted that his company has done some investigation and it was determined that the status of the ESIID is only updated on a monthly basis.  The weekly report should show incremental changes.  ERCOT has a SIR written to address this issue – 8938.

· BJ Flowers inquired into how something gets written into protocols that makes reports and what is produced on the portal stays the same.  Back when market opened anything done via transactions could be done via the portal.  And anything done to the portal could be received as an extract.  The market has gotten away from this concept.  Adding the address overflow had to happen in two different projects to get it both in the extract and on the portal.  As changes are made to TML the group needs to be diligent to ensure changes are also made to the extracts.  T. Anderson noted that one of the questions to be asked when changes are made to the portal is whether or not the extracts are affected.  BJ Flowers noted that when extracts are discussed and created the group also needs to keep in mind how that would affect the portal.  Look at it from an implementation side as well, maybe a part A and a part B because of independent systems and code freezes.  One should not hold up the other, but they should be in the same SCR because if not, you run the risk of one passing and one failing.  
Extracts/Reports Discussion:

· ERCOT discussed taking time in these meetings to go through the extracts to start determining inconsistencies and similarities within the extracts to create more efficient extracts.  Group agreed that it would be useful for this team to go through the extracts to understand what type of information is being provide in the extracts.  J. Ashbaugh noted that it would be a good exercise for this group to assist in providing education to the market on the extracts and the similarity between them.  She noted that there are a couple extracts that are providing the same information but the field names are different (i.e. Load & Generation w/ the LSCCH Table in 727). 

· MPs felt that more education was important because they are often in reactive mode to the new information/extracts we give them.  

· A. Morton noted that it would be helpful for the agenda to include the exact reports to be discussed for each meeting. 

· ERCOT needs to first get in the SIR to fix the counter

Load Loss Report for CRs – BJ Flowers Discussion Item

· CRs would like the opportunity to receive an extract (new or enhancement to an existing) where they are given information prior to when they might lose the customer – understanding that they might not lose the customer, but the timeframe for receiving the 814_06 does not provide the CR enough time to determine loss of load and would like more time to allow for appropriate adjustments to power purchases and scheduling. This was transactional info that was available at Market open but changed with preps for MIMO.  However, it was never available as a report.
· A. Morton would like it mentioned that this is ‘potential’ loss of load, not actual loss of load

· The information being requested is ESIID/CR Duns/TDSP Duns/Status Reason (ie, CHA for customer SW or 002 for MVI/FO from 06 EDI)/Service Period End Date.  

· Siebel EDW is scheduled to go in Q1 2005 and this could be something that would delay progress on the EDW implementation.  A. Morton noted that priorities are determined by PRS so it would be up to them to determine if it would be placed as a higher priority than the EDW implementation.  

TML Status Update

· TML Usage vs Portal usage status update – presentation from Matt
· As of July 8th all traffic to the portal will be directed to the TML website.  This will occur going forward.  

· M. Mereness presented a graph of the TML v. Top Tier hits.  At the beginning of June there was only around a 12% usage of TML.  There is a gradual TML increase, and at the time of the outage on June 22nd, there were around 25,000 hits on TML.  BJ Flowers inquired as to whether the redirect will be able to handle the redirected traffic from the portal.  M. Mereness noted that this should not be a problem.  

· EMMS release is set for a July 14th migration (PRR 404) which has changes to the TML and XML interfaces for the Market.  BJ Flowers noted that this is one of the projects that did not have adequate notification to the market and is an instigator of the push to get greater than 10 day notification.  This code took ERCOT 8 weeks to design and ERCOT needs to allow the market to also have this much time for code changes.  

· TML Phase II will have a kickoff web cast that will be lead by Karen Bergman.  The information on this web cast has been sent to the training volunteers only.  Go live is set for August 1st.  Training sessions July 16th and July 30th will be in Austin.  July 20th will be in Houston, and July 21st will be in Dallas.  

727 Phase II 
· Project team created at ERCOT to address the potential enhancements to the 727 Extract.  T. Anderson, J. Ashbaugh, B. Day EDW and Client Services representatives are all on the team.  T. Anderson requests that a 3-hour time slot be allotted at the next DEWG meeting to review the requirements gathered. This would be a discussion for both business and IT.

· Sending out usage on backdated switches, would like the ability to do initial extracts, an audit was also in the original list.  These requirements were developed from a list of issues based off the initial extract.  It would be an independent project.

997 Reports

· R. Thomason to work with ESG to draft what kind they would like to see changes

· M. Mereness provided an overview of what the 997 report is and what fields are included in the report.  The report consists of 4 main reports posted daily to the FTP site to MPs in a MS Word document format. ERCOT is looking at changing the format of this report to possibly send it in a CSV file for usability and would like input from DEWG on the direction they should take this.  The request to review the format of this report came from ESG.  T. Anderson noted that there are a couple of companies who have programmed their system to the Microsoft word report.  R. Thomason suggested this be tabled until the next meeting after people have had a chance to review with their companies on how they are using this report.  

DEWG Scope Doc

· R. Thomason noted that this will not be brought up at the next RMS meeting for any voting.  Group reviewed scope and additions made by T. Lawson.  Group made modifications to Tom’s additions to present a higher level process for creating new and enhancing existing extracts.  

· Will go back out for review prior to submitting scope to RMS for informational purposes.
EDW

· T. Anderson noted that although this group thought they may have input into the prioritization, these priorities are being determined through the project.  

· Replicated Source System (RSS) – run queries and extracts here without having to hit the pdn environment. (L*, EMMS, Siebel thus far)

· Operational Data Store (ODS) – history of txns overtime to trace from creating to completion (similar to DA).  PITS Start/Stop.

· Data Warehouse (DW) – integrates data from multiple source systems

	Action Items / Next Steps:

	· Follow-Ups: 
· T. Anderson to report back in August on CART (what and who for ea. team; details on impacts to extracts)
· Jamie to follow up with Jackie and send out updated Matrix Info.  
· Move download stats to Sept due to MIMO release.  
· SCR 734 passed at PRS as being done manually until an auto report can be implemented – MPs to provide an estimate of how often this would be requested. 

· ERCOT to discuss process on how to go about ensuring that changes to TML are also reflected in extracts.  Will report back next month on preferred method agreed upon by both IT and business.  Troy to report back on SIR 8938

· Group to identify reports that will be discussed at next meeting to be added to September agenda.  
· ERCOT to bring back to group feasibility of getting the load loss info out to the MPs.  SCR to be presented at the August RMS Meeting
· MPs to identify requirements for 727 Phase II.  Will be a 3 hour slot on August agenda. Requested that details go out to DEWG, DEV and RMS listserves when ERCOT has developed information to send to the Market.
· 997 Report – tabled until next month.  Ryan to work with ESG.  MPs to discuss internally if and how they are using this report. 
· MPs to review scope and submit redlines to Ryan.












































