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1. Introduction

1.1. Purpose

The primary purpose of the Energy Management System (EMS) is to monitor, control, and analyze the power grid from a security perspective.  Furthermore the EMS functions aid the Market Management System in Real-Time and Day-Ahead Market analysis, and provide data to the Commercial Operations Systems for market settlement purposes.  

· The EMS functions depend on the Network Model Management Systems for data models.  

· The EMS functions depend upon telemetry (live data) from ERCOT’s Qualified Scheduling Entities (QSE)—“Market Participants and Resource and Load Serving Entities” and Transmission and Distribution service providers
· The  EMS functions depend upon the exchange of data from the Market Management System
1.2. Scope

The scope of EMS is described in this document by describing the various functions within the EMS and how they relate to the Texas Nodal market through its requirements.

The processes conducted within the EMS can be classified into four major activities described in the Texas Nodal Protocols:

· Management Activities for the ERCOT System

· Day-Ahead Operations
· Security Sequence of Reliability Unit Commitment 
· Real-Time Operations

1.3. Definitions, Acronyms, and Abbreviations

Acronyms and Abbreviations are listed in Appendix A.
1.4. References

The EMS requirements are described in the following documents:

· Texas Nodal Energy Management System Requirements Specification

· Texas Nodal EMS Data Model Requirements Specification

· Texas Nodal EMS SCADA Requirements Specification

· Texas Nodal EMS Dynamic Ratings Requirements Specification

· Texas Nodal EMS Forced Outage Detection Requirements Specification

· Texas Nodal EMS Generation Sub-system Requirements Specification

· Texas Nodal EMS Load Forecasting Requirements Specification

· Texas Nodal EMS Wind Power Forecasting Requirements Specification

· Texas Nodal EMS State Estimator Requirements Specification

· Texas Nodal EMS Network Security and Stability Analysis Requirements Specification

· Texas Nodal EMS Voltage Support Requirements Specification

· Texas Nodal EMS Outage Evaluation Requirements Specification

1.5. Energy Management System (EMS) Overview

The ERCOT Nodal Energy Management System (EMS) consists of a SCADA subsystem, Network Analysis subsystem, Generation subsystem, supporting control room applications, Program Development System, and real-time database management system all tightly integrated together on a high availability hardware and software platform. The EMS is further integrated in a more decoupled way with interfaces and data transfer to other peer systems including the Market Management System (MMS), NMMS, Archiving and Modeling systems

· SCADA subsystem

Provides supervisory control and data acquisition capabilities for real-time monitoring and control of  ERCOT’s power transmission and distribution systems. The subsystem supports ERCOT’s Nodal EMS utilizing:

· Telemetry Standard Monitoring

· High Availability ICCP with redundant networks 

· Real-time dynamic ratings

· Operator Alarm Processing

· Market Participant Alarm Processing

· Network Analysis subsystem

A suite of advance Power system Network Security and Stability Analysis programs for ERCOT’s Nodal EMS including:

· Topology Processing at SCADA scan rate

· Outage Detection and Evaluation

· State Estimator (SE)

· Contingency Analysis (CA)

· Voltage Stability Analysis 

· Transient Stability Analysis

· Voltage Support

· Generation subsystem

The real-time Generation functions for ERCOT’s Nodal EMS include: 
· SCED scheduling and base point management

· Load Frequency Control (LFC)

· Ancillary Service (AS) Monitoring

· Resource Limit Calculations

· Load forecasting
· Real-time database management system (RT-DMS) with UI

A fast, efficient software environment for real-time control systems including a memory-resident database subsystem is integrated into the Nodal EMS allowing it to support large databases where tens-of-thousands of measurements are scanned every one to 10 seconds. The user interface subsystem refreshes the data on the operator’s screens at the same rates as data is scanned and supports large geographic displays as well as database-driven tabular displays.  A variety of specialized services to support redundancy, high availability, and fast restarts to ensure the continuous, uninterrupted operation. Services of the RT-DMS replicate the databases, manage redundant resources, monitor system hardware and software for failures, issue alarms to system operators, and more. The EMS runs 24 hours a day, 365 days a year with no scheduled down time.

1.6. Program-level Standards

Where applicable, The Nodal EMS conforms to official or de facto standards as much as possible.  These include:

Official Standards:

· C++, C, and Fortran ANSI programming languages

· SQL for data exchange with RDBMS

· IEC 61970 part 301 CIM Model standard

Defacto Standards:

· Microsoft Windows 2003 32-bit, 64-bit for server applications

· Microsoft Windows XP for client applications

· Microsoft SQL Server (2005) for historical RDBMS

· Red Hat Linux 4.0 for server applications

· Oracle RDBMS (10g) for historical RDBMS and market applications

· AREVA ISD Protocol for front-end communication with SCADA

Security Solutions for the EMS are designed and targeted to support ERCOT in addressing the following industry specific security requirements.

· North American Electric Reliability Council “DRAFT Critical Infrastructure Protection Standards 2-9 Cyber Security”, May 9, 2005”

· North American Electric Reliability Council “Urgent Action Standard 1200 – Cyber Security”, August 13, 2003

· Department of Energy “21 Steps to improve Cyber Security of SCADA Networks”

· US – Canada Power System Outage Task Force “Final Report on the August 14, 2003 Blackout in the United States and Canada: Causes and Recommendations”, April 2004

2. Overview

2.1. Design Goals

The primary design goal of the Energy Management System (EMS) is to use a fully functional EMS baseline product that includes:

· 
· Minimal customizations to support the ERCOT requirements for the Texas Nodal market.

· Dedicated real-time databases to ensure data is processed in a timely manor, even during extraordinary system events.

· Highly available, maximum up-time environments

· Data acquisition performed by independent, stand-alone, ICCP gateway processors.

· Facilities and procedures to setup secure systems that prevent unauthorized access or deliberate disruption of operations.

· A product architecture model that enables incremental component upgrades via documented migration paths

· Compliance with international standards.

2.2. Design Approach

The ERCOT Nodal Energy Management System (EMS) is to be based on the e‑terraplatform product by AREVA T&D.  The e‑terraplatform is a comprehensive set of computer applications that form the foundation of state-of-the-art generation, transmission, distribution, and training systems for the electric power industry.  e‑terraplatform is layered on top of AREVA T&D’s e‑terrahabitat product.  e‑terrahabitat provides a highly available real-time infrastructure upon which real-time applications such as those that are found in e‑terraplatform can be deployed. An overview of some of the e‑terrahabitat functionality is described in this document.

Key Components that Make Up e-terraplatform – Based System

The e-terraplatform based system includes a collection of integrated software components which include a database management subsystem, Energy Management System (e-terraplatform) applications, the e‑terrabrowser user interface, portable application programming interfaces (APIs), and development and management utilities. The key components of an e-terraplatform based system (including those that are part of e-terrahabitat and e-terrabrowser) are described more fully later in this document.

The real time control system environment – e-terrahabitat provides the software environment and graphical user interface for real-time control systems. Its memory-resident database subsystem allows it to manage large volumes of fast-changing data. An essential function performed by e-terrahabitat is redundancy management. e-terrahabitat also provides the base environment for the application developer, allowing the developer to integrate new applications without modifying existing application software or system software. e-terrahabitat knows nothing about power systems, it is designed to address the needs of real-time control systems in general including power systems, pipelines, and telecommunication control systems.

e-terrabrowser (full graphics user interface – e-terrabrowser is the user interface tool within e-terrahabitat used to construct displays. It is designed especially for the optimal productivity of the operators in the control center environment. e-terrabrowser is also a user-friendly tool for display builders responsible for the construction of displays and links to the database fields.

Portable APIs and Utilities – e-terrahabitat includes important utilities such as Alarms, Configuration Manager, Process Manager, Permissions, Trending, Programmable Logic Controller (PLC) Management, Printing and many others. In addition, collections of portability APIs are provided that make it possible to create portable applications. The e-terraplatform applications make use of these APIs and as a result the same e-terraplatform software is completely portable.

e-terrascada (Supervisory Control and Data Acquisition) – The basics of an EMS are found in the distributed e-terrascada subsystem. The e-terrascada gathers data from the power system and presents it to operators through one-line displays and configurable, automatically generated tabular displays. The e‑terrascada subsystem also enables operators to control field devices from workstations.

Automatic Generation Control (e-terrageneration) – e‑terrageneration provides the means for operators to efficiently and economically monitor, analyze, schedule, and control electric power generation.  e‑terrageneration analysis – The Study application provides a means of conducting analytic studies on the generation subsystem. Studies include planning for generating patterns to optimize economics, emissions, and energy demand.

e-terratransmission (Network Applications Subsystem) – In the real-time environment, measured data from data acquisition (e‑terrascada) is used to estimate the state of the entire electrical network, otherwise known as state estimation. This gives the operator data for points that are not measured, as well as confirmation that the measured data is accurate. Other  applications included in the network suite are, power flow, optimal power flow, contingencies analysis, security enhancement, etc.  

The following services are provided to aid ERCOT in platform implementation:

· Test programs – Various test programs are included within e-terraplatform. These include the ability to test APIs, run regression tests on some applications, provide visibility to low-level communications information, and provide simulation or emulation of some hardware devices.

· ESCATOOLS – This is a set of tools that are used to manage and build applications in a uniform way.

· Graphical / Command Line Interface Tools – These are used for administering the low level real-time database.

· System Build Tools – Numerous procedures and tools are available for managing production and development environments.

· System Hardening / Setup Documentation - Documentation that describes Operating System and network setup and security hardening procedures are available for multiple OS Platforms.

· Display Builder for user interface display administration.
2.2.1. System functional capabilities
In the next section as each of the EMS functions is described, relevant requirements for the Texas Nodal Protocols are listed.

2.2.2. Black Box View

The Nodal Energy Management System has many external interfaces.  The major interfaces are diagrammed in the next figure.
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Figure 1: Major EMS Interfaces

The e-terraplatform Nodal EMS is the primary source of data for ERCOT. It provides data for ERCOT’s business segments, including information for activities such as planning, billing, and trading. The e‑terraplatform also provides data to ERCOT’s Qualified Scheduling Entity (QSE)—“Market Participants and Resource and Load Serving Entities” and Transmission and Distribution service providers.  

The primary source of “static” data (i.e. modeling data that change infrequently) is the NMMS. The NMMS is an external peer system supplied by another vendor. The EMS includes a CIM Model Import function that acquires information from the NMMS and converts it to forms usable in the EMS. This interface does not connect directly to the real-time applications, because modeling changes need validation and testing prior to use in production processes. Instead, it produces new models that can be loaded into test or study versions of the EMS applications – and subsequently loaded into a new real-time configuration which can be made live by a failover.

The primary data source of real-time data for the EMS comes from physical equipment in the field. Data is collected by Transmission and Distribution service providers continuously from Remote Terminal Units (RTUs) located at substations or generating plants, and transferred to ERCOT via in an Inter-Site Data (ISD) link using Inter-Company Communication Protocol (ICCP or TASE.2)—the standard for data transfer between EMS systems. Inter-Site Data (ISD) is a simple and efficient protocol used to transfer data between e‑terraplatform sites. This is an open and published protocol designed by AREVA.  The next figure shows the Intercenter communications server that translates between the two protocols.
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Figure 2 : EMS logical drawing.

PC Workstations are the primary real-time viewing link into the EMS. Nearly all data within the e‑terraplatform is accessible on full graphics displays using the e-terrabrowser client. The Internet Explorer web browser could be used instead; however, e-terrabrowser provides additional features for the control room including audible alarms, advanced authentication, and callup of user defined grouping of favorite displays.  The e‑terrabrowser client calls up displays from a web server with the dynamic data refreshed from multiple EMS servers.  This allows a single client to view displays from the real-time SCADA server alongside displays from a network study server.

e-terraplatform provides links for data flow from the EMS to systems outside of e-terraplatform. The previous figure shows how data is typically moved from e-terraplatform to other segments or business units of a corporation.

The primary data inside of e-terraplatform at any point in time is a snapshot of the current situation within its boundaries.  Historical and future data is used by some applications, but most of the real-time applications operate on only the currently existing conditions in the system.

In addition to the standard interface links, varieties of custom links are available to ERCOT:

· A Dynamic Data Exchange Link is provided by e-terrapclink into workstation applications or a relational-database-recording link. Thus, an external organization can either read data directly into a spreadsheet, or do SQL queries into the relational database to get desired historical information.

· Secure File Transfer Protocol (SFTP) is used to send files over TCP/IP networks. Other means of both secure and non-secure file transfer techniques may also be used in the system, but all will be referred to generically as SFTP in this overview.

The e-terraplatform provides data links among the e-terraplatform subsystems. Figure 3 is a high level, simplified representation of data flow within a subsystem.
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Figure 3 : Subsystem Data Flow

Using Power System Applications as an example, the following steps describe typical data flow for an application.

1.
Initial data is obtained from the Hdb clones via the Hdb API.

2.
During processing, e-terrascada provides system state data, while the support services are used for inter-process communications and for logging messages and alarms.

3.
After the main processing is complete, the Hdb API is used to write results back to the Hdb clones for display via the the e-terrabrowser full graphics subsystem. Some results are also transmitted to the e‑terrascada subsystem. Note that when data is written to an Hdb clone, it may also be written to a replicated database on another computer.  

The e-terrascada subsystem has an overall data flow similar to the Power System Applications subsystem, with an additional link to field data.  e-terrascada writes in state data from the field and writes out controls such as changing breaker statuses and generation levels. After processing, e-terrascada data is written back to the Hdb so that it is available to the Display subsystem.
2.2.3. SCED Triggering from EMS
SCED is a component of the Market Management System (MMS).  However, it relies on the input data provided by EMS functions and it generates outputs for EMS: the generation sub-system functions provide the availability and limits information for resources that can be dispatched within SCED; Network Security Analysis functions provide shift factors and the flow limits; and Transmission Congestion Function (TCM) provides an operator interface for ERCOT Operator to activate and deactivate constraints that are to be used in SCED.  

These EMS functions are supported by SCADA, which in turn interacts with TSP/QSE computer systems via ICCP. 

All these functions are periodic: SCADA and generation functions operate on a four seconds cycle, and Network Security Analysis functions and SCED operate on a five minute interval, each triggered by its own, independent timer.  

On several occasions there is a need to trigger SCED execution out of sequence, either via a manual request, or under an EMS generated trigger: one is when there is a generation loss that drops frequency below a limit that requires an immediate increase of energy input into the system.. If there is enough capacity available for SCED to dispatch new Base Points, then LFC automatically triggers SCED after a predefined delay. If the frequency is low but there is not enough capacity for SCED to meet Generation to be Dispatched (GTBD), then LFC first deploys Responsive Reserve and waits for the QSEs to adjust their Responsive Reserve Schedules.  Following these updates, when LFC detects that SCED has enough capacity within HDLs to dispatch new Base Points, it triggers a new SCED execution. 

In the case of generation loss, all decisions in the chain of steps that lead to triggering of SCED are automatic. 

The other situation that calls for an out of sequence run of SCED occurs when there is a significant topology change (as pre-defined ahead of time).  In this case, the constraints and shift factors are updated automatically by an out of sequence run of Real Time Sequence.  However, the trigger to run SCED is issued only when TCM Operator issues a manual request.

Whenever SCED is requested to run, including out of sequence runs, it retrieves the resource limits, ramp rates, shift factors and flow limits as they exist in the relevant EMS applications at the time of the SCED execution.   

More details, and a step by step sequence of actions for each of these situations are presented in Figures 4 and 5 below. 

Figure 4 depicts the functions involved in the decision to trigger SCED out of sequence upon generation loss.  Essentially, any loss of generation that results in a large frequency drop (a drop larger than a pre-specified threshold) results in an out of sequence SCED execution.  If at the time of the frequency drop there is enough generation to satisfy Generation to be Dispatched (GTBD), the trigger is generated directly; otherwise, LFC first issues a responsive reserve request, and waits for a response from QSEs to provide updated schedules.  When there is sufficient capacity for SCED to meet GTBD, a trigger to run SCED is issued by the EMS.
Figure 4 : Out of sequence SCED trigger on generation loss
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Figure 5 shows the functions and steps involved in a situation of a significant topology change.   The essential feature of this situation is that the trigger to run SCED is issued upon a manual request by the TCM operator.  
Figure 5:  Out of sequence SCED trigger on significant topology change
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In both figures a context diagram of EMS components that are involved in the process are shown in the upper part of the figure, and the sequence of actions that eventually results in a SCED trigger is shown below the red line.   
2.3. Delivery Mechanism & Schedule

The Nodal EMS is to be delivered in five deliveries.  At each delivery a major set of functionality will be tested.  The schedules of the five deliveries are listed in the Nodal EMS project Schedule.
The Nodal EMS requirements are met through AREVA standard EMP 2.3 product with appropriate customizations.  Where applicable, AREVA will start from an existing AREVA software implementation before further customizing to meet the Nodal EMS requirements.  In addition AREVA will bring in the following customizations from ERCOT Zonal implementation as they are still applicable in Nodal:
· Dynamic Ratings - Dynamic ratings implementation is very similar to Zonal implementation.  AREVA and ERCOT will work to modify the existing application software to meet the Nodal needs
· State Estimator Performance Standards Monitoring - Current Zonal implementation captures a lot of statistics on State Estimator.    AREVA and ERCOT will work to modify the existing application software to meet the Nodal needs.

· Archival of Network Security Analysis (NSA) Results - NERC requirement TOP-007
· SCADA and Network one-line displays. - The existing displays will be used in EDS and corrected as necessary during point to point check out.  These will be used until ERCOT Operators gain confidence in the onelines generated by NMMS.
2.3.1. Delivery one, Standard EMS

The first delivery is standard EMP 2.3 product delivered to ERCOT.  AREVA team will work with ERCOT to install and integrate on Program development system at ERCOT and test.  This is to build the foundation that future product and customs can be tested.  Subsystems to install, test, and review include:

· Network Analysis

· Data Modeling and Validation

· State Estimation

· Real-Time Network Security Analysis

· Study Network Security and Stability Analysis

· SCADA Subsystem

· Real-time database management system (RT-DMS) with UI

· Alarms, including Market Participant alarms.
· UI

· Trend

· Failover

· Replication

2.3.2. Delivery two, ICCP plus ported customs

The second delivery includes the first set of customs and Delta Design Notes (DDNs), and an ICCP implementation to begin feeding telemetry to the Real-time Network Sequence.  

There will be Testing at the Factory at AREVA (preFAT).  After SPRs are fixed and ERCOT grants permission to ship.   ERCOT will install Delivery two on their PDS and site testing (FAT) will occur followed by SPR retests.

2.3.3. Delivery three, Market System Testing can proceed

The third delivery includes the second set of customs including State Estimator, Load Frequency Support, and Ancillary Services monitoring.  At this delivery, enough of the Nodal EMS has been delivered to begin Market System testing.  

There will be Testing at the Factory at AREVA (preFAT).  After SPRs are fixed and ERCOT grants permission to ship.   ERCOT will install Delivery three on their PDS and site testing with the market system (FAT) will occur followed by SPR correction and retests.

2.3.4. Delivery four, All EMS Real-Time Applications supplied

The fourth delivery includes the third set of customs including Load forecast, Forced outage detection, remaining real-time network analysis functions including voltage and transient stability analysis.  All the Nodal EMS real-time applications may be tested along with the peer ERCOT systems.  

There will be Testing at the Factory at AREVA (preFAT).  After SPRs are fixed and ERCOT grants permission to ship.   ERCOT will install Delivery four on their PDS and additional site tests (FAT) with peer ERCOT systems  will occur followed by SPR correction and retests.

2.3.5. Delivery five, Remaining EMS Study Applications Supplied

The fifth delivery includes the fourth set of customs including outage evaluation and voltage support.  All the Nodal EMS study applications may be tested along with the peer ERCOT systems.  

There will be Testing at the Factory at AREVA (preFAT).  After SPRs are fixed and ERCOT grants permission to ship.   ERCOT will install Delivery five on their PDS, production, and test systems and additional site tests (FAT) with peer ERCOT systems will occur followed by SPR correction and retests.

3. Functional Specification

3.1. SCADA

Supervisory Control and Data Acquisition (SCADA) is a sub-system of the Energy Management System (EMS).  It consists of several subsystems which transfer, display and control data between the ERCOT member systems and ERCOT. Its primary function is serving as the dispatching and telemetry interface to QSEs and TSPs.

SCADA data will be used as inputs to the State Estimator application, Alarming application, Load Frequency Control, Security Constrained Economic Dispatch, the Dynamic Ratings Subsystem, Network Security Analysis, Load Forecasting, and Reliability Unit Commitment (RUC).  Additionally, some elements of SCADA must be made available on the MIS to Market Participants as shown in the figure below.
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Figure 6: SCADA Interfaces

All future telemetry for both SCADA inputs and outputs must be provided from and to QSEs and TSPs using ICCP. The acquisition of data through ICCP will be provided by Areva‘s e-terracomm.

The main functions provided by SCADA are:

· Data Acquisition (mainly via ICCP)

· Data Processing

· Alarm Processing

· Supervisory Control

· Dynamic User Calculation

· Topology Processing

· Tagging

· Load Shed

· Disturbance Collection (HDR)

· Acquisition of Frequency (SCADFREQ)

· On-line Editing 
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Figure 7: SCADA Main Process

The following sections describe each of these functions in details.

3.2. Data Acquisition via ICCP

Data Acquisition is the core functionality of SCADA and is accomplished through an integrated combination of software and hardware. There are 5 main channels to acquire data: 

· 
· From other Control Centers, through Areva e-terracomm software using Inter-Control Center Communications Protocol (ICCP),

· From other Areva EMS systems, using Areva ISD proprietary protocol.

· From external processes (for example:  LFC)

· From operator entry

In the case of the ERCOT Texas Nodal EMS, all data will be acquired from external processes and from other control Centers via ICCP. 

This section focuses mainly on the Data Acquisition via ICCP. Most of the design and concept of the Data Acquisition function via ICCP discussed in this section is extracted from  the document “CSD – Texas Nodal – Telecommunications Infrastructure Project”. 

3.2.1. Traceability to Requirement(s)

SCD-FR1, SCD-FR2, SCD-FR12, SCD-FR16, SCD-FR21,SCD-FR24, SCD-SR11.

3.2.2. Introduction

The Data Acquisition via ICCP is based on the following design goals:

· Move to ICCP communications removing all RTU communications dependencies

· 
· Minimize implementation, performance, and delivery risks through validation testing of concepts as part of the design activity.

· Develop a Nodal EMS SCADA data acquisition and control system based upon ICCP that support the Nodal Market aggregate system parameters;

· Improve the ICCP subsystems availability to 99.9999% for both the QSE and TSP data acquisition functions.

The new Nodal ICCP servers will be required to support not only all ICCP data exchange functions but also all SCADA Front End data acquisition functions and additional data acquisition.  The number of TSP and QSE systems that will be supported will be increased further expanding these communications requirements.  

The figure below is a high level system overview of the proposed system configuration.  Show in yellow in the figure are two sets of ICCP servers at each of the two EMS SCADA sites, Austin and Taylor.  Each EMS SCADA site will have two redundant ICCP servers; one redundant set for TSP communications and a second redundant set for QSE communications.

The design adds two key features; one to improve and maintain performance and the second to increase system availability.  

The proposed ICCP communication design moves away from a central ICCP server subsystem to two ICCP server subsystems: one for TSP communications the other for QSE communications.  Both the EMS TSP and EMS QSE ICCP communications subsystems will be dual redundant without a single point of failure.    It is believed that separating these two communications functions will provide several benefits including improved server performance, easier maintenance, and improved change management.

A second fundamental system change will use an available EMS SCADA feature to improve the overall data acquisition subsystems availability.  The current availability of a single redundant set of ICCP servers is 99.95%.  The EMS SCADA system has the ability of alternate sourcing the SCADA data from a second set of ICCP servers.  By adopting this feature the EMS SCADA system acquires the data from both ICCP server sites simultaneously, this parallel operation increases the availability of the ICCP data acquisition functions to 99.9999%.  A second benefit is that a set of either EMS TSP or EMS QSE ICCP communication severs can be removed from service and the data is still available from the second set not only for the EMS SCADA servers but also for the remote TSP and QSE systems.
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Figure 8: Data Acquisition via ICCP – High Level System Overview

3.2.3. Inputs & Sources

The main inputs to the SCADA system are the following:

· TSP input data (including breaker status, switch status, dynamic ratings, temperature, and weather zone information, Block Load Transfer data) and associated quality codes for each input.

· QSE input data (including Resource Status) and associated quality codes.

· Frequency and Time Error

· LFC generation data

· Operator manual inputs

Acquisition of TSP and QSE input data is handled by e-terracomm via ICCP.

Acquisition of Frequency and Time Error is performed through a dedicated application called SCADFREQ: The processing of this application is described in detail in section 3.9.

Acquisition of LFC generation data is done via an Application Programming Interface, SCAPI (and is not discussed in this section).
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Figure 9: SCADA Data Acquisition

3.2.4. Processing

All data acquisition from TSP and QSE remote sites will occur using ICCP Block 1 or Block 2 functionality in accordance with IEC 60870-6-503 and IEC 60870-6-802.  Two fully redundant ICCP data acquisition subsystems at each EMS SCADA site will be provided one for interfacing to remote TSP sites and the other for interfacing to remote QSE sites.  The EMS SCADA systems will acquire data from the ICCP data acquisition and control communications subsystems using the ISD protocol.  Both EMS SCADA sites will operate an AREVA SCADA system using e‑terrascada version 2.3 but only one will be active.

The two fully redundant EMS SCADA systems will have network connectivity to all four redundant EMS ICCP communication servers.  Data acquisition will be handled by the four redundant EMS ICCP communication servers using the ICCP protocol.  The four redundant EMS ICCP communications servers will propagate the field data to the active EMS SCADA system using AREVA T&D’s InterSite Data (ISD) protocol.  The active EMS SCADA system will process both SCADA point sources and store them as a primary and alternate point.  The EMS ICCP servers will translate the ICCP quality codes to ISD quality codes for input.  The use of the primary and alternate point source by the EMS SCADA will be determined by point processing based upon the propagated quality codes of both points.

3.2.5. Outputs & Targets

Data output for the active EMS SCADA system will be through two fully redundant sets of EMS ICCP communication servers at each of the two sites.  At each EMS SCADA site one of the two EMS ICCP communications servers will support data output to remote TSP sites, the other data output to remote QSE sites.  All EMS ICCP communications servers will operate AREVA e‑terracomm 2.4.

3.3. Data Acquisition via ISD

Database modeling on the e-terracomm servers will preserve the link names to each QSE or TSP and create a distinct ISD path to the SCADA server.  When the SCADA Site Communication status display is viewed, the operator or analyst will see an ISD site name, status, and statistics for each QSE and TSP in addition to a site name for each of the e-terracomm server pairs.
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Figure 10: ICCP to ISD Path Translation

This will allow an operator on a one-line or tabular to identify the source of the point, by calling up the point’s “Information or Detail Quality popup box” and viewing the site name.  From this same dialog or popup box the operator can identify if the primary or secondary site is in use.  There will be two sites for each QSE and TSP, one corresponding to the DAC Network and the other site corresponding to the Frame Relay Network.

The ISD paths as observed in the diagram will be unidirectional.  This will also be seen in the Sent/Received statistics for each ISD path.  Data from the ICCP server to the SCADA server for each QSE or TSP will be partitioned on its own ISD link.  Data the other direction, from SCADA to the ICCP server, will be aggregated on a common ISD link to be sent (or available) to one or more QSE or TSPs via ICCP.

Pseudo points representing each ICCP link’s status will be available in the SCADA database.  These points are available for displaying on a one-line, alarming, or archiving into an historian for availability reporting.

3.4. Data Processing

3.4.1. Traceability to Requirement(s)

SCD-FR3, SCD-FR4, SCD-FR5, SCD-FR8, SCD-FR9,, SCD-FR17, SCD-FR18, SCD-FR19, SCD-FR20

3.4.2. Introduction

Data acquired from other Control Centers (via e-terracomm) or from external processes undergoes data processing. The main data processing functions include:

· Limit checking (reasonability and operational limits)

· Alarming

· Data quality checking

· Calculation

· Conversion to engineering units (only for data coming from RTUs)

3.4.3. Inputs & Sources

Areva’s e-terrascada provides data processing for four basic types of data:

· Status: status values represent the state of discrete-state devices, such as circuit breakers, tap changers, and valves. e-terrascada can accept status inputs representing a simple on/off or open/closed input, or a combination of inputs from a three-state device.

· Analog: Analogs are numeric values representing the state of variable-state devices, such as power lines, transformers and pumps.

· Pulse: pulse accumulators are often used to measure the total amount of energy, liquid, or gas that has passed by a specific location in the monitored system. Like analog values, count values are stored as floating point numbers and adjusted to represent the physical measurement in engineering units such as megawatt-hours (MWH) or cubic feet.

· Non-telemetered data, which consists of calculated data, manually entered values, and data provided by external applications through e-terrascada API.

3.4.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.4.5. Outputs & Targets

Once SCADA data has been processed, the data is stored in the real-time database and is available for external processes (i.e., State Estimator, Alarming, Load Frequency Control, Network Security analysis and other EMS and MMS applications) as well as displays.

e-terrascada includes all the necessary displays for Operators users as well as Analysts users. Some examples of display included in e-terrascada are:

· Station displays (station overview and detailed one-line diagrams and station tabular)

· Exception list summary (a compilation of all existing abnormal conditions, exception displays and unacknowledged conditions)

· Other Summary displays (Not-In-service summary, Manual override summary, alarm Inhibit summary)

The data quality codes will be displays on the SCADA one-line diagrams and tabular displays.

3.5. Point Quality Life Cyle

Enclosed is a table summarizing quality codes when failures of an ICCP link or communication network occur.  The table shows with the high availability solution for ICCP communication described above that the quality of telemetry during many of the failures is still good.  The example assumes that the primary source defined for the point is the ICCP network defined trough the frame relay network.  The ICCP link through the DAC network is defined as a secondary source. 

	Action or Event


	Alarms
	Pseudo Point ICCP DAC TSPn Link Status


	Pseudo Point ICCP FRN TSPn Link Status


	Point Source
	Point Detail Quality
	Point Composite Quality

	Valid Quality from TSPn
	
	UP
	UP
	Primary


	
	Good



	BAD Quality from TSPn
	
	UP
	UP
	Primary


	Bad
	Suspect



	SUSPECT Quality from TSPn
	
	UP
	UP
	Primary


	Old, 
Remote suspect
	Suspect



	Loss of ICCP service at TSPn
	A
	DOWN
	DOWN
	Primary


	Old, 
Remote suspect
	Suspect



	Loss of DAC Network
	B
	DOWN
	UP
	Primary


	
	Good



	Restoration of DAC Network
	C
	UP
	UP
	Primary


	
	Good



	Loss of Frame Relay Network
	B
	UP
	DOWN
	Secondary
	
	Good



	Restoration Of Frame Relay
	C
	UP
	UP
	Primary


	
	Good



	Failure of single ICCP Server
	D
	UP
	UP
	Primary


	
	Good



	Dual Failures of DAC ICCP servers
	E
	DOWN
	UP
	Primary


	
	Good




A. Two ICCP link Down Alarms

B. Multiple ICCP Link Down Alarms

C. Multiple ICCP Link UP Alarms

D. ICCP server failure alarm

E. Multiple ICCP server alarms

3.6. Acquisition of Frequency (SCADFREQ)

3.6.1. Traceability to Requirement(s)

SCD-SR9.

3.6.2. Introduction

The acquisition of Frequency is performed by a function called SCADFREQ which is part of the Areva’s e‑terrascada package. 

Key features of SCADFREQ include:

· Support for obtaining one or more of the following: frequency, frequency deviation and time deviation.

· An interface to Configuration Manager (function part of Areva’s e-terrahabitat package) so that the status of each device can be modeled in and displayed in configuration Manager.

· Support for redundant devices

· Support for periodic rotation between devices

· Support for redundant communications paths to devices

The standard product will be modified to read the frequency of up to four time receivers simultaneously. 

3.6.3. Inputs & Sources

The inputs of the SCADFREQ application are the frequency, the frequency deviation and the time deviation issued by the Time receivers. SCADFREQ has been certified with SYMMETRICOM Time receivers (www.symmetricom.com).

3.6.4. Processing

· SCADFREQ Interfaces:

The figure bellows shows the interfaces of SCADFREQ:
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Figure 11: SCADAFREQ - Interfaces

SCADFREQ polls the time receiver for data and availability using IP communication. The data (frequency, frequency deviation or time deviation) is reported to SCADA using the SCADA API (i.e. SCAPI). Additionally, SCADFREQ receives role from CFGMAN (standby or enabled) via the CFGMAN API and SCADFREQ reports the availability of the Time receiver to CFGMAN.

· Hardware configurations: SCADFREQ uses IP to communicate with Time devices; as the devices do not directly support an IP interface, each device must be connected to terminal server.

· Data Collection: SCADFREQ can collect any combination of frequency, frequency deviation and time deviation from up to eight devices.

· Polling: SCADFREQ makes it possible to configure the following polling characteristics:

· Polling interval: The interval at which SCADFREQ should request data from the Time device

· Time Out Interval: The amount of time SCADFREQ allows for the Time device to respond to the poll before concluding a failure has occurred and beginning retry logic.

· Retry Number: The number of times SCADFREQ will attempt to retry a poll to a Time device before SCADFREQ determines the device has failed. After the number of retries has elapsed, SCADFREQ will report the device as failed to CFGMAN. SCADFREQ will then rotate to the next in-service device.

· Rotation: SCADFREQ can monitor multiple devices using the “Rotate” functionality; within a user specified period, SCADFREQ will close its connection to the currently active device and connect to the next in-service device defined in the database. 

3.6.5. Outputs & Targets

SCADFREQ makes the Frequency, Delta Frequency and Time available for SCADA.

3.7. Standard SCADA  Product Features

3.7.1. Supervisory Control

Although the SCADA system is not envisioned to be performing supervisory control of devices, the capability to control devices is provided. This section describes the Supervisory Control capabilities provided by e‑terrascada as well as additional system commands and toggle commands.

Traceability to Requirement(s)

SCD-FR13, SCD-FR23.

3.7.2. Dynamic User Calculations

Dynamic User Calculation is a tool that allows to define calculations online using any real-time data as inputs. 

Dynamic User Calculations provide a means for the operator to derive calculations in a real-time environment, with SCADA analog, status, and accumulator points as inputs and outputs to the calculation. Any combination of logical, arithmetic and comparative operations may be used. User Calculations are defined to run on a periodic basis, with the interval between each iteration configurable by the operator.

Traceability to Requirement(s)

SCD-FR25

3.7.3. Topology Processing

Topology Processing allows real-time determination of the electrical connectivity and energization state of power system devices.

Traceability to Requirement(s)

SCD-SR8

3.7.4. Tagging

Tagging provides a means for adding, modifying, removing and displaying protective or informational tags on power system devices.

Traceability to Requirement(s)

SCD-FR22

3.7.5. Load Shed

Although the Nodal EMS system is not envisioned to be performing Load shed as a service, this SCADA capability is provided. 

The Load Shed function provides an automated means of quickly shedding electrical loads during emergencies and a means of restoring the dropped loads. Load Shed allows load to be shed and restored by the operator from many different combinations of loads. Also, the operator may elect to specify a MW amount to be shed and have Load Shed decide which loads are to be shed.

Traceability to Requirement(s)

SCD-SR8

3.7.6. HDR (disturbance collection) 

The Historical Data Recording (HDR) application allows storing and later reconstructing SCADA data.

HDR records and stores data from selected SCADA status, analog and accumulator points in historical files. It allows retrieving and reconstructing this data later. Reconstructed data is used to analyze past events and set up operator training sessions. HDR consists of two separate functions: Data Recording and Database Reconstruction.

Traceability to Requirement(s)

SCD-SR8

3.7.7. On-Line Database Editing

The On-line Database Editing tool allows an operator or analyst to modify the SCADA database on-line without requiring a fail-over from an off-line database.  The editing of the ICCP database is not available without restarting the link on the e-terracomm server.

Traceability to Requirement(s)

SCD-SR10

3.8. Dynamic Ratings

3.8.1. Traceability to Requirement(s)

DR-FR1, DR-FR2, DR-FR3, DR-FR4, DR-FR5, DR-FR6, DR-FR7, DR-FR8, DR-FR9, DR-FR10, DR-FR11

3.8.2. Introduction

The concept of dynamically rating transmission elements is based on at least ambient temperature to reflect the actual conditions rather than the worst expected conditions. The Dynamic Ratings Real Time Application (DYNRTG) will be developed to support the Real Time Applications and Dynamic Ratings Modeling Application (DYNMDL) using dynamic ratings for study applications that require Dynamic Ratings. The ratings for the studies can be determined from ERCOT weather forecast and dynamic ratings look up table. The dynamic ratings static table contains the table of transmission facility ratings vs. temperatures. The temperatures will range from 20 degrees to 115 degrees with an increment of 5 degrees. Changes to the Static Table are submitted to ERCOT via the NOMCR process through the NMMS.

ERCOT will accept temperature adjusted transmission facility ratings for real time via one of the following two mechanisms:

· Ratings may be delivered via ICCP from Transmission Service Provider. These ratings can be either in AMP or in MVA. ERCOT shall utilize these real-time ratings in its SCADA alarming, real-time security analysis and congestion management process.

· Transmission Service Provider can send the ratings by weather zone temperature which can be used to determine ratings based on a look up table between lines vs. temperatures.

3.8.3. Inputs & Sources
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Figure 12 Input and Outputs for DYNRTG Application

TSP sends the real time data via ICCP to ERCOT SCADA system. The real time ratings to SCADA application can be obtained in terms of MVA or AMP or by weather zone temperatures. The respective SCADA measurements will be defined in SCADAMOM database. DYNRTG uses SCAPI to read the raw ratings from SCADA and write the processed ratings to SCADA. The following activities are done during real time data processing.

· DYNRTG Converts the AMP ratings to MVA using the following equation;

·             Ratings in MVA = (√3 × Nominal Voltage × Ratings in AMP / 1000).

· DYNRTG determines the ratings for the transmission facilities for which ratings are acquired via weather zone or weather station temperatures.

· DYNRTG does error processing and gives necessary alarms.

· DYNRTG writes the processed ratings back to SCADA MVA limits fields.

· The ratings in MVA limit fields in SCADA will be propagated to RTNET with the existing functionality in RTNET.

· RTCA NETMOM will get these ratings from RTNET NETMOM via network database copy.

· RTBSE-MCE will get the dynamic ratings through NETMOM savecase created by RTNET and transferred to MMS. 

The DYNRTG application uses ERCOT weather forecast based ratings as default incase of invalid telemetry ratings. Incase of partial availability of the three ratings (Normal, Emergency and 15 min) then unavailable ratings are updated with default ratings and these combined ratings are checked for reasonability (i.e. Normal >= Emergency >= 15 Min). Dynamic Ratings Processor shall allow ERCOT operator to manually update any SCADA telemetered input: Transmission Element MVA ratings,  Transmission Element ampere ratings, and Weather Zone temperature
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Figure 13 Input and Outputs for DYNMDL Application

The dynamic ratings static table is a look up table containing the ratings (Normal, Emergency and 15 minutes) for different temperature points. 

The DYNRTG application uses the NETMOM, SCADAMOM data during the validation of DYNRTG database. SCADAMOM data is used in measurement mapping between DYNRTG and SCADA.

3.8.4. Processing

If the dynamic ratings static table does not have all the temperature points required then dynamic ratings application uses linear data interpolation between existing points to determine the ratings for the rest of the temperature points not available. A table without minimum and maximum temperature points defined will be rejected.

In addition to uploading the static table user should be able to add, delete or update the transmission facilities when ever they are required. 

The TSP sends the ratings to ERCOT SCADA system via ICCP block1. ERCOT will define the ICCP points for the transmission facilities. The TSP can choose to provide real time ratings either in AMP or MVA or via weather zone temperature by transmission facility type.

The system will provide the necessary alarming in case of any suspicious telemeter ratings. In the event that a telemetered rating is X% greater (expected to be initially 200%) then the nominal rating associated with the point, or Y % greater than the ERCOT calculated dynamic rating on a line assuming the ERCOT zonal temperature; ERCOT will reject the telemetered value and will calculate the associated rating using the current zonal temperature plus a Z degree (Z initially = 2 degrees) offset. In this event an alarm will be presented to the operator.

The system shall convert the ratings in AMP to MVA based on 1 PU nominal voltage. The system shall determine the ratings for the transmission facilities that are acquired via weather zone temperature. 

The DYNRTG application will have DYNRTG database with following major attributes to support various functions for modeling and real time applications.

· Element - Defines the dynamically rated elements like line, transformer or ZBR. Each element is associated with an ID. This ID should match with corresponding branch ID in NETMOM or device ID in SCADA. This element is also associated with type that can be LN (for line) or ZB (for ZBR) or XF (for transformer).

· Segments: Each element will have at least one segment and incase of jointly owned lines the segments can be two. The segment will define company, from station, to station, kV and weather station or zone.

· Company or TSP – Defines Company ID and temperature adder. ERCOT weather station or zone forecast is added with temperature adder to determine forecasted ratings. The temperature adder is also used in determining real time ratings from real time temperature.

· Weather Zones or Weather station: Defines weather zone or weather stations.

· Temperature Points: Defines temperature points from 20 to 115 degrees.

· Ratings Input: Defines the ICCP ratings input to DYNRTG from SCADA

· Ratings Output: Defines processed ratings to write back to SCADA

· Model Online Log: Defines the difference in the segments, elements before, after model online request and status of the request.

· Service Request Log: Defines the status or service request and details of number of element and segments imported.

· Day: Defines number of days the forecast or history should remain in the database.

· Hour: Defines maximum number of hours in a day.

The forecast or historical, actual temperatures are stored as three dimensional fields with Hour, Day and Weather station records.

The forecasted or historical, actual ratings are stored as three dimensional fields with Hour, Day and Element records.

The temperature ratings for static table are stored as two dimensional fields with temperature points and segment records.

3.8.5. Outputs & Targets

Under Real-time circumstances these ratings shall be copied to RTNET, RTCA and to RT-BES MCE. Dynamic Rating (normal, emergency and 15-minute) shall be made available to the e-terracomm system (ICCP).to facilitate the comparison of the data used by the TSP and the data used by ERCOT.  This is beneficial to provide early and frequent identification of transmission line rating differences.

Dynamic Ratings Processor shall provide a summary display of telemetered data for each type of input data for ERCOT operator to view and update suspect data.  

Dynamic Ratings Processor shall make the weather-adjusted MVA ratings available to RUC, for each hour of RUC study period for all transmission lines and transformers that have Dynamic Ratings. The ratings for studies can be obtained by two generic interfaces, an API and a text file. API interface can be used by all the applications running on EMMS production system. The applications running in market system like SFT can get the ratings from text files.

The text file is generated every hour one file for a day for the next 7 days. Each text file will have ratings (Normal, emergency and 15 Min) for transmission facility by hour for the entire day. ERCOT weather forecast is used in determining the ratings for the future up to 7 days. The studies done after 7 days will get the nominal ratings if operator chooses not to use clone specific ratings. The real time dynamic ratings shall be posted on MIS and archived to EDW for every 5 minutes.

Each Operating Hour, Dynamic Ratings Processor shall make the current Dynamic Ratings data available for posting on MIS Secure Area. The rating deviation data shall be made available to MIS to post a report on the MIS Secure Area. No later than 0600 in the Day-Ahead, Dynamic Ratings Processor shall make the next 120 hours weather data assumptions used by ERCOT available to MIS to post a report on the MIS Secure Area Average monthly rating deviation shall be posted on MIS for the normal, emergency, and 15-minute ratings for each Transmission Element.

Each Operating Hour, Dynamic Ratings Processor shall make the current Dynamic Ratings data available for archiving. The monthly average rating deviation for each dynamically rated Transmission Element shall be archived. The data shall be available online for four years, and stored for seven years.
3.9. Generation Sub-system

The Generation Subsystem of the Energy Management System (EMS) consists of three major functional components: Load Frequency Control (LFC), the Ancillary Services Capacity Monitor, and the Resource Limit Calculator, along with other functionality to manage inputs and outputs and Resource qualification testing. The primary purpose of LFC is to maintain a desired system frequency by deploying Regulation Service and, if necessary, initiate deployment of Responsive Reserve Services. In addition, the ERCOT Operator may manually offset scheduled frequency to correct for accumulated time error. LFC uses the Supervisory Control and Data Acquisition (SCADA) Subsystem of the EMS to interface with the QSEs that, in turn, interface to individual Generation and Load Resources. LFC is also responsible for calculating Updated Desired Base Points and transmitting the Updated Desired Base Points, the Base Points and selected LMPs to the QSEs. The Ancillary Services Capacity Monitor determines available reserve capacity from system Resources that provide Regulation, Responsive Reserve, and Non-Spinning Reserve and determines reserves available for dispatch by SCED. The Resource Limit Calculator calculates Resource limits and ramp rates that are used as inputs for both LFC and SCED.
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Figure 14 Generation Subsystem 

3.10. Resource Limit Calculator (RLC)

3.10.1. Traceability to Requirement(s)

FR36, FR43, FR50

3.10.2. Introduction

RLC will execute each Generation Subsystem cycle to calculate the limits and Generation to be Dispatched (GTBD) for use by SCED and Generation subsystem for generation and load Resources. These Resource limits help ensure that the deployments produced by the SCED and LFC processes will respect the commitment of a Resource to provide Ancillary Services as well as individual Resource physical limitations. 

RLC will be implemented as a separate process from LFC. As such, it will be able to support operating/testing SCED without LFC active and support operating/testing LFC without SCED active.

RLC will initialize its data structures, e.g., list of Resources and their attributes, from the databases in the LFC application. Generator Ramp Rate curves will be accessed from the modeling system.

RLC will have an interface with SCADA for import and export of defined data items. All data exchanged between LFC and RLC will be via SCADA. 

The results of the SCED solution will be imported to the RLC application. Selected values from that solution, e.g., SCED Base Points will be exported to SCADA where they can be transmitted to QSEs or imported to LFC as needed.
3.10.3. Inputs

· System Actual Frequency – from LFC (selected source of multiple sources) via SCADA

· Output MW – via telemetry 
· High Sustained Limit (HSL) – via telemetry

· Low Sustained Limit (LSL) – via telemetry

· Resource High Emergency Limit (HEL) – via telemetry

· Reg-Up Ancillary Service Resource Responsibility - via telemetry
· Reg-Up Ancillary Service Schedule - via telemetry
· Reg-Down Ancillary Service Resource Responsibility - via telemetry
· Reg-Down Ancillary Service Schedule – via telemetry

· Responsive Reserve Ancillary Service Resource Responsibility – via telemetry
· Responsive Reserve Ancillary Service Schedule – via telemetry
· Non-Spin Ancillary Service Schedule – via telemetry
· Non-Spin Ancillary Service Resource Responsibility – via telemetry
· System Load Frequency Bias – from LFC (or operator entry) via SCADA

· System Scheduled Frequency – from LFC (or operator entry) via SCADA

· Net non-conforming load – from SCADA calculation

· Net filtered non-conforming load – from SCADA calculation

· System Emergency Flag – from SCADA

· Responsive Reserve deployment active - from LFC via SCADA
· Normal Ramp Rate vs. Output MW curves – from modeling
· Emergency Ramp Rate vs. Output MW curves – from modeling
· Predicted load ramp rate – from mid-term Load Forecast

· GTBD weighting factors (K1, K2, K3) – manually entered in RLC

3.10.4. Processing

The limits are calculated as follows:

1. High Ancillary Service Limit (HASL)



HASL = Max (LASL, (HSL – 
 
(Reg-Up Ancillary Service Responsibility + 
 
Responsive Reserve Ancillary Service Schedule + 
 
Non-Spin Ancillary Service Schedule)))

2. Low Ancillary Service Limit (LASL)

LASL = LSL + Reg-Down Ancillary Service Schedule
3. SCED Up Ramp Rate (SURAMP)



    SURAMP = 
Min ( (Ramp Rate – Reg-Up Ancillary Service Responsibility / 5),

(Emergency Ramp Rate - Responsive Reserve Ancillary Service Schedule / 10))

If (Responsive Reserve Deployment is currently active)



Ramp Rate = Emergency Ramp Rate



Else




Ramp Rate = Normal Ramp Rate







4. SCED Down Ramp Rate (SDRAMP)

SDRAMP = Normal Ramp Rate – 
 
(Reg-Down Ancillary Service Responsibility / 5)
5. High Dispatch Limit (HDL)

If (Output MW < (LSL * P1))

     HDL= Output MW
Elseif ((Min (Output MW + (Normal Ramp Rate * 5), HASL)) > 
 
(Max (Output MW – (Normal Ramp Rate * 5), LASL)))
     HDL = Min (Output MW+ (SURAMP * 5), HASL)
Else

     HDL = Max (Output MW - (Normal Ramp Rate * 5), LASL)
Endif
Where P1 is <100% and typically 90%

6. Low Dispatch Limit (LDL)

If (Output MW < (LSL * P1))

     LDL= Output MW
Elseif ((Ouput MW > P1 of LSL) AND (Output MW < LASL))
     LDL= HDL
Else

     LDL = Max (Output MW+ (SURAMP * 5), LASL)
Endif
7. Generation to be Dispatched (GTBD)

GTBD = sum (Output MW) + 
 
(K1 * System Load Frequency Bias * 
 
     (System Actual Frequency - System Scheduled Frequency)) -
 
K2 * (net non-conforming load –net filtered non-conforming load) +
 
K3 * (nominal SCED execution interval in minutes * 
 
     Predicted load ramp rate)
K1, K2, K3 are the tunable parameters (between 0 and 1) by an analyst.
3.10.5. Outputs

· Resource HASL – to SCADA

· Resource LASL – to SCADA

· Resource SCED Up Ramp Rate (SURAMP) – to SCADA

· Resource SCED Down Ramp Rate (SDRAMP) – to SCADA

· Resource High Dispatch Limit (HDL) – to SCADA

· Resource Low Dispatch Limit (LDL) – to SCADA

· Generation To Be Dispatched (GTBD) – to SCADA
· Trigger to start SCED – to SCADA
3.11. Emergency Base Point Calculation
3.11.1. Traceability to Requirement(s)
FR40, FR44, FR48
3.11.2. Introduction

This section describes how LFC will calculate Resource Base Points when a solution is not available from SCED within a definable number of seconds from the normal or demand trigger time for SCED. The resultant Resource Base Points will be processed the same as if they came from SCED.
3.11.3. Inputs

· SCED Solution Time – from SCED via SCADA

· 
· Resource High Dispatch Limit (HDL) – from RLC via. SCADA

· Resource Low Dispatch Limit (LDL) – from RLC via. SCADA
· 
· Emergency Base Point increment MW – manually entered in LFC
· nominal SCED execution interval – manually entered in LFC
· Flag to indicate if the Resource is SCED dispatchable – from SCED
3.11.4. Processing

Each Generation Subsystem cycle, LFC check to ensure timely SCED solution. The expected SCED solution timestamp will be calculated as the time of the last SCED demand trigger plus a definable number of seconds (e.g., 30 seconds) or the time of last SCED solution plus the SCED interval (e.g., 300 seconds), which ever is later. When the current time passes this expected SCED solution time, LFC will generate an operator alarm to indicate possible failure of SCED. Based on the conditions at that time, ERCOT operator will enter Emergency Base Point Incremental MW value and manually turn-on calculation and dispatch of emergency Base Points. Each time ERCOT Operator triggers new Emergency Base Points calculation, 

 Emergency Base Point Incremental MW value will be distributed to the dispatchable generation Resources proportional to the difference between HDL and the current Output MW when the increment is positive. When the increment is negative, it is distributed proportional to the difference between current Output MW and LDL.

LFC will deposit these Emergency Base Points into SCADA in the same location where RLC will deposit the values normally calculated by SCED. LFC will also output a status point for each Resource to SCADA indicating that the Base Point is from Emergency Base Point calculation. These values are communicated to the QSEs. QSEs will always receive only one Base Point for each Resource and a Status flag (system wide) that indicates if the telemetered Base Points are calculated by SCED or Emergency. When SCED solution is available, an Operator alarm will be generated to indicate that SCED solution is available and ERCOT Operator manually enables the dispatch of SCED Base Points and LFC resets the Base Point Status flag and continue to dispatch the SCED Base Points again.
3.11.5. Outputs 

· Resource Emergency Base Points – to SCADA

· System Base Point Status (flag) – to SCADA
· True  - Emergency Base Points
· False – SCED Base Points
3.12. Updated Desired Base Point 
3.12.1. Traceability to Requirement(s)
FR5, FR47
3.12.2. Introduction

This section describes how, each Generation subsystem cycle, LFC will calculate the current value for each Generator Base Point based on the latest SCED or Emergency Base Point, ramping duration, and current system frequency deviation.
3.12.3. Inputs

· System Actual Frequency – via telemetry (selected source of multiple sources)
· Output MW – via telemetry
· SCED Solution Time – from SCED via SCADA

· SCED Base Point – from SCED via SCADA
· Emergency Base Point – from LFC
· base point ramp duration – manually entered in LFC

· System Scheduled Frequency – manually entered in LFC

· System Frequency Bias – manually entered in LFC

· Frequency deviation threshold to temporarily suspend Base Point ramping
3.12.4. Processing

Each SCED solution will calculate SCED Base Points. These will be deposit them in SCADA by a process to be defined. The same locations in SCADA will be where the Emergency Base Point calculation will deposit Emergency Base Points. 

The SCED Base Points or the Emergency Base Points will be communicated to the QSEs for information, not for normal control. 
Each time LFC detects that new SCED base points are available, it will begin to ramp the Updated Desired Base Point to the new values. Calculation of the Updated Desired Base Point (or ramping Base Point) will be by linear interpolation from the current Output MW to the new target base point over definable base point ramp duration. The base point ramp duration will be changeable by the analyst from zero (0) to five minutes (5). 

LFC will continuously monitor the system frequency deviation against a pre-set ERCOT Operator-entered threshold. Whenever the magnitude of the system frequency deviation is above this threshold, LFC will temporary suspend ramping of the Updated Desired Base Points if that ramping is in a direction that will worsen ACE. Ramping will resume from that point when permissive blocking is no longer necessary. Note that LFC will not issue a specific flag to block ramping. 
During emergency (EECP is in effect or Operator initiated emergency because of SCED failure), the Updated Desired Base Points are immediately set equal to the LFC calculated emergency Base Point values ignoring the ramping.

3.12.5. Outputs 

· Updated Desired Base Points – to SCADA

3.13. Regulation Service 

3.13.1. Traceability to Requirement(s)
FR1, FR2, FR3, FR4, FR6, FR7, FR8, FR9, FR39, FR44, FR49

3.13.2. Introduction

This section describes how, each cycle, LFC calculates the amount of regulation MW is required for the system and distributes the deployments for the required MW to the QSEs.


3.13.3. Inputs

· System Actual Frequency – via telemetry (selected source of multiple sources)
· Resource Status (text) – via telemetry
· Output MW – via telemetry

· Reg-Up Ancillary Service Resource Responsibility – via telemetry

· Reg-Up Ancillary Service Resource Schedule – via telemetry

· Reg-Down Ancillary Service Resource Responsibility – via telemetry

· Reg-Down Ancillary Service Resource Schedule – via telemetry

· Resource Breaker(s) Status – via telemetry
· Resource URS Block Status – via telemetry
· Resource DRS Block Status – via telemetry
· SCED Base Points – from SCADA

· Emergency Base Points – calculated in LFC

· System Scheduled Frequency – manually entered in LFC

· System Frequency Bias – manually entered in LFC

· System ACE Control Gains – manually entered in LFC

· System NERC CPS data – calculated by LFC

· System NERC CPS control parameters – manually entered in LFC

· System Regulation Base Point Deviation Control Gains – manually entered in LFC

3.13.4. Processing

Since the delivery of the ERCOT zonal LFC there have been two significant field-tested improvements to the standard AREVA control algorithm that should greatly reduce the regulation MW requests that the QSE’s are asked to supply.  These improvements are as follows:

Direct CPS focused control: The premise behind this feature is that as long as the system will satisfy the CPS criteria, (based on past and current performance), no regulation is necessary.  Even when regulation is needed, the amount is typically lessened as the goal is to just get passing CPS numbers instead of driving ACE to zero.  The net effect is normally a significant reduction in regulation MW while improving CPS compliance.  

For the ERCOT system there are two situations when this CPS focused control will be automatically disabled to allow the system to respond directly to the current situation without any possible weakening effects based on past performance.  The two cases that call for strong control are when the frequency deviation exceeds the threshold to activate permissive blocking of the updated (ramping) Resource Base Points that would worsen the frequency and when responsive reserve is activated.  When the situations are corrected and the permissive block or responsive reserve disabled, the system will automatically return to using the CPS control filtering. 

Regulation Reduction based on target base point deviation:  The desired MW output for each generator can generally be thought of as being composed of two fundamental components, the control base point and the ACE regulation MW. If the net movement of the generators towards their SCED Base Point or Emergency Base Points (this will be called target base point for this section) is in the direction to correct ACE, there is no need to include the request for that movement in the regulation MW.  When determining the total regulation MW, LFC will first reduce the regulation MW by a component that represents the correction that will be realized if the generators on automatic control (and not permissively blocked) were to move to their target base points.  To account for cases where the generators may not completely reach their target base points, a weight factor (less than 1.0) is applied to the base point deviation correction term to indicate how much of the base point deviation to apply to reduce the regulation MW. The amount of reduction applied will be limited to the pre-reduction value so that the reduction will not result in a regulation MW in the opposite direction.  Separate analyst enterable gains will be available for each ACE regulation region.

With both of these improvements applied, the proposed regulation MW is as follows:   
To start the process the system ACE is calculated as follows:

Raw ACE = Freq Bias * (Actual Freq – Scheduled Freq) 

Requirement FR3 in the Texas Nodal Energy Management System Requirements Specification for the Generation Subsystem indicates that the ACE calculated shall be reduced based in the difference between the output and the Base Point for all DSRs. It is clear that the intent of this requirement is to reduce the Regulation deployed to not include mismatches due to DSRs. However, the above two standard product features already reduce the regulation MW as much as possible without incurring NERC CPS violations. Therefore, these features will reduce the Reg-Up/Reg-Down as much as possible and exceeds the intent of FR3.
Based on the raw ACE the CPS focused control logic, mentioned previously, determines the amount of Control ACE needed to return back within the dynamic deadband limits.

This value is used to determine the total amount of:    

Initial System Regulation MW =  -1 * Control ACE * Control Gain
If Initial System Regulation MW and Gen Resource Base Point Deviation are both positive

regulation reduction = Min (initial regulation mw, 
 
generator target base point deviation * base gain)

Else if Initial System Regulation MW and Gen Resource Base Point Deviation are both negative

Regulation Reduction = Max (Initial System Regulation MW, 
 
Gen Resource Base Point Deviation * Base Gain)

Else

Regulation Reduction = 0.0

Endif

Final regulation MW = Initial regulation MW – Regulation Reduction

Where:

Freq Bias = ERCOT area frequency bias in MW/0.1 Hz

Actual Freq = Telemetered frequency for ERCOT in Hz – LFC will use a list of frequency sources, using the first one that indicates it is of good quality.

Scheduled Frequency = Nominal frequency of 60 Hz with any optional time error correction offsets applied

Control Gain = LFC control gain in effect based on active control region (normal, assist, or emergency).

Gen Resource Base Point Deviation = Sum of the difference between the Base Point and Output for all Generation Resources on automatic control and not being permissively blocked. 

Base Gain = Analyst enterable tuning parameter to control effect of Base Point deviation term (typically less than 1). Based on active control region (normal, assist, or emergency).  The tunable gain is applied to the Base Point difference so the ACE can still be fully corrected even if some generators are not properly moving to their Base Points as desired.  

The resulting regulation MW value will be distributed among the QSE’s similar to what is being done for the zonal system.  

The regulation export and import bound limits for each QSE and the up and down participation factors for each QSE, are determined by summing the Reg-Up/Reg-Down Ancillary Service Resource Responsibility, respectively, for each QSE Resource (generators and Controllable Load Resources) providing regulation, excluding unavailable Resources.  Unavailable Resources are defined as any Resources with a telemetered URS or DRS block determined by the QSE (as appropriate based on direction), any Resources with a telemetered Resource status other than ONREG, ONOSREG, ONDSRREG, or ONRGL, or any off-line Resource (open breaker or MW output below LSL).  The up and down ramp rates (MW/Min) for each QSE are determined by dividing the export and import bound limits for the QSE by 5 (based on the 5 minute interval).  The total regulation MW is distributed to the QSE’s according to the regulation responsibility based participation factors while accounting for bound limits, response rate limits, and the QSEs total Reg-Up/Reg-Down Ancillary Service Resource Responsibility. 

The total Reg-Up/Reg/Down deployment for each QSE will be limited to not more than 125% of the total amount of Regulation Service in ERCOT divided by the number of control cycles in five minutes.
The resulting regulation request to each QSE is a persistent MW request, meaning it builds up in one direction as the ACE increases and then holds at the peak level until ACE changes sign.  The difference between the Reg-Up/Reg-Down Ancillary Service Resource Responsibility  and the Reg-Up/Reg-Down Ancillary Service Resource Schedule indicates the MW deployment that has been accepted by the QSE for each resource.  This is used by LFC to know how much more regulation is needed on top of what has already been deployed, based on previous regulation deployments, and thus to not repeat the request for MW movement that the QSE’s are already acting on.  When ACE changes sign, the regulation for the QSE is “unloaded” down to zero, honoring the per cycle response rate, before starting to move in the other direction. As an option, when a new set of SCED Base Points or Emergency Base Points are calculated, the persistent regulation MW will be reset to the regulation needed for the current cycle. 

Each LFC cycle the Reg-Up/Reg-Down deployment for each QSE will be written out to SCADA for transfer to the QSE’s.  The QSE will telemeter via ICCP the Reg-Up/Reg-Down Ancillary Service Resource Responsibility and Schedule. The difference between these terms will indicate the Reg-up/Reg-Down deployment for each Resource.  The QSE will also change the load of any Controllable Load Resources to which they have assigned regulation deployment. These values also enable monitoring the performance of the Resources for compliance and settlement purposes.  The QSE will also telemeter via. ICCP the Reg-Up/Reg-Down participation factors which will be based on the current regulation deployment or based on the regulation deployment from last time the Resources provided Reg-Up/Reg-Down.

The Reg-Up/Reg-Down regulation deployments will be integrated in separate accounts for use in settlements.
3.13.5. Outputs

· System ACE

· System Regulation MW

· QSE Regulation Deployment

· Integrated Resource Reg-Up/Reg-Down Regulation Deployments

3.14. Responsive Reserve Service

3.14.1. Traceability to Requirement(s)

FR10, FR11, FR12, FR13, FR14, FR15, FR16, FR39, FR44 
3.14.2. Introduction

This section describes the process by which Responsive Reserves are deployed to the Resources to correct for system energy and capacity shortfalls.


3.14.3. Inputs

· System Actual Frequency – via telemetry (selected source of multiple sources)
· Resource Status (text) – via telemetry
· Net Generation MW – via telemetry
· High Sustained Limit (HSL)
· Low Sustained Limit (LSL) – via telemetry
· Responsive Reserve Ancillary Service Responsibility – via telemetry
· Responsive Reserve Ancillary Service Schedule – via telemetry
· Resource URS Block Status – via telemetry
· Load Resource Status of high-set under frequency relay for Responsive Reserve – via telemetry

· EECP status

· Available energy that can be dispatched by SCED in the up direction – Ancillary Services Capacity Monitor

· Available Reg-Up  – Ancillary Services Capacity Monitor

· Required Reg-Up  – Ancillary Services Capacity Monitor

· System frequency minimum threshold for triggering responsive reserve deployment – manual entry in LFC
· System frequency threshold for triggering recall of Responsive Reserve Deployment – manual entry in LFC
· Manual responsive reserve deployment – manually entered in LFC 
Please note that for Controllable Load Resources, telemetered High and Low Power Consumption values will be used as LSL and HSL. SCADA to AGC mapping of the standard product can be used to map these points appropriately.
3.14.4. Processing
The deployment of Responsive Reserve Service is initiated by two mechanisms, one automatic and one manual.  

The automatic term of this deployment is activated by LFC when the system frequency drops below a user defined threshold (e.g. 59.91).  The calculated amount of capacity that is required for the automatic term is the amount of MW needed to restore the frequency back to the responsive reserve recall threshold minus the amount of available regulation that can be deployed in 10 minutes.  Whenever the total amount of automatic Responsive Reserve is greater than 500 and the same is limited by 500MW and LFC shall generate an operator alarm. This alarm will assist the Operator to initiate EECP.
For the manual term, LFC monitors and alarms to ERCOT operators when any of the following conditions are detected.

· Available energy that can be dispatched by SCED in the up direction is less than required.

· Available Reg-Up is lower than a minimum threshold

· Required Reg-Up is ramp rate limited 

· System frequency is consistently below a limit

· System is under the Emergency Electric Curtailment Plan

The amount of energy that is required for the manual term is entered by the operator (not to exceed 500 MW unless the EECP has been initiated). 

When either of the terms is greater than zero, LFC will automatically activate the Responsive Reserve deployment.  LFC will distribute the required responsive reserve deployment to all of the QSEs providing responsive reserve, proportional to QSEs cumulative Responsive Reserve Ancillary Service Responsibility (from generators and Controllable Load Resources).  The responsive reserve deployment to each QSE will be restricted to the sum of its cumulative responsive reserve responsibility.  When calculating the cumulative Responsive Reserve Ancillary Service Responsibility, unavailable Resources will be excluded.  Unavailable Resources are defined as any Resources with a telemetered URS block determined by the QSE, any Resources with a telemetered Resource status of ONTEST, or any off-line Resource (open breaker or MW output below LSL). 

One difference between how responsive reserve is deployed and how regulation is deployed is the approach to persistence.  When calculating the total amount of responsive reserve to be deployed due to frequency dropping, the value is only allowed to increase (i.e. if frequency increases for a short time the amount of Responsive Reserve  deployment holds at it’s previous value) until such time as the responsive reserve deployment is recalled due to the frequency exceeding the recall threshold.  The values deployed to the QSEs are not persistent at that level, but are just a function of the total currently required. 

Each LFC cycle, the responsive reserve request for each QSE will be written out to SCADA for transfer to the QSE’s via ICCP. The QSE will divide up the resulting responsive reserve deployment signal among the Resources providing responsive reserve, accounting for the amount of Responsive Reserve Ancillary Service Responsibility for each Resource.  The QSE will telemeter back via ICCP the Responsive Reserve Ancillary Service Responsibility and the Responsive Reserve Ancillary Service Schedule for each Resource.  The difference between the Responsive Reserve Ancillary Service Responsibility and the Responsive Reserve Ancillary Service Schedule is the amount of Responsive Reserve deployed for each Resource. Therefore, the Responsive Reserve schedule represents the remaining available Responsive Reserve capacity for each Resource. These telemetered values will be used by LFC to calculate the Resource level capacity deployment values, and by RLC to calculate the Resource HASL, LASL, SURAMP, SDRAMP, HDL, and LDL as inputs to SCED.  These Resource level deployments will be used by ERCOT in monitoring the performance of the Resources for compliance and settlement purposes.     

Based on the real time conditions, an ERCOT system Operator can recall the manual Responsive Reserve deployment by entering a zero value. When the frequency recovers within an analyst-entered threshold, LFC calculates the automatic Responsive Reserve  deployment value as zero.  When the sum of the automatic and manual responsive reserve deployment values is zero, LFC will send a zero responsive reserve MW deployment value to the QSEs. The QSEs will reset the Responsive Reserve Ancillary Service Schedule to be equal to the Responsive Reserve Ancillary Service Responsibility.  When the total Responsive Reserve MW deployment is zero, the CPS focused control will be re-enabled.

Responsive Reserve  deployment from Load Resources can be specified manually by the operator, but only when the EECP is active.  An appropriate user interface will be provided through the MMS system. The communication of Responsive Reserve  deployments will be via XML instructions from the MMS.  LFC will only monitor available Non-Controllable Load Resources MW that can be deployed as responsive reserve for compliance purposes.
3.14.5. Outputs

· EECP indication – manually entered 

· SCED demand run status - to SCADA

· QSE Responsive Reserve  Deployment – to SCADA

· Responsive Reserve Deployment status – to SCADA
3.15. Non-Spin Reserve Service Deployment Monitoring

3.15.1. Traceability to Requirement(s)

FR25, FR26
3.15.2. Introduction

This section describes the process by which Non-Spinning Reserve Services deployments are monitored to ensure that the resources respond within desired timeframe..


3.15.3. Inputs

· Non-Spin Deployment data – from MMS

· Output MW (Generators) – via telemetry

· Output MW (Net Load values) – via telemetry

· Low Sustained Limit – via telemetry

· Non-Spin Ancillary Service Responsibility - via telemetry
· Non-Spin Ancillary Service Schedule - via telemetry
3.15.4. Processing
When Non-Spin is deployed, LFC will monitor the selected Resources to verify that the deployment is realized within 30 minutes of the deployment. This monitoring will include the following:

· For off-line Generators, transition to on-line and Output MW > LSL.

· For Controllable Load Resources, Output MW (net load) will be reduced by the magnitude of the Non-Spin Ancillary Service Responsibility.

· For other Load Resources, transition to off-line (zero Output MW)

For all Resources affected by the Non-Spin deployment, LFC will monitor that the Non-Spin Ancillary Service Schedule is updated to zero to reflect the 100% deployment of the Non-Spin Ancillary Service Responsibility within a specified time after the deployment.

Non-Spin deployments are made by the operator using the MMS displays. These deployments are made separate from the timing of any of the SCED solutions. The details of how these deployments will be made available to LFC is outside the scope of this document and will be determined separately.

3.15.5. Outputs

· Status indication for on-line Generator response

· Status indication for off-line Generator response

· Status indication for Controllable Load response

· Status indication for other Load response

3.16. Ancillary Service Capacity Monitor 

3.16.1. Traceability to Requirement(s)

FR28, FR29, FR30, FR32, FR34, FR35, FR44

3.16.2. Introduction

The Ancillary Capacity Monitor will calculate available quantities of the ancillary services as well as other operational available capacity values, for the various types of Resources supplying Ancillary Services and sum the values, grouped by type of Resource, to the System level. 

3.16.3. Inputs

· Resource Status (number) – via telemetry
· Output MW – via telemetry
· Generator breaker status – via telemetry
· High Sustained Limit (HSL) – via telemetry

· Low Sustained Limit (LSL) – via telemetry
· High Emergency Limit (HEL) – via telemetry

· Low Sustained Limit (LSL) – via telemetry
· Load Resource Low Power Consumption (LPC) – via telemetry
· Reg-Up Ancillary Service Responsibility - via telemetry

· Reg-Up Ancillary Service Schedule - via telemetry

· Reg-Down Ancillary Service Responsibility - via telemetry

· Reg-Down Ancillary Service Schedule - via telemetry

· Responsive Reserve Ancillary Service Responsibility - via telemetry
· Responsive Reserve Ancillary Service Schedule - via telemetry
· Non-Spin Ancillary Service Responsibility - via telemetry
· Non-Spin Ancillary Service Schedule - via telemetry
· Generator URS Block status - via telemetry

· Generator DRS Block status - via telemetry
· Generator indication of Energy Offer Curves – from MMS
· Load Resource Relay Arming Status – via telemetry

· High Ancillary Service Limit (HASL) – calculated by RLC

· High Dispatch Limit (HDL) – calculated by RLC

· Low Dispatch Limit (LDL) – calculated by RLC

· Generation to be Dispatched (GTBD) – calculated by RLC

· SCED Base Point – from SCADA

· Resource available in MMS Status – from SCADA

· Emergency Base Point – from LFC

· Generator type - from modeling

· Generator Maximum Responsive Reserve Contribution when operating as synchronous condenser – from modeler
· Limit on difference between the sum of the HASLs and the Total Energy Requirement

· Limit on difference between the sum of the HSLs and the Total Energy Requirement

· Generator Blackstart Capability status – manually entered in LFC

· Resource Available for Reserves status – manually entered in LFC

· Generator RMR Status – manually entered in LFC

3.16.4. Processing  

Standard product LFC includes a generalized, data-driven reserve calculation function. The advantage of this approach is that it is easy to modify/update/expand the reserve formulas. ERCOT zonal system is currently using an early (beta) version of this generalized reserve calculation. For purposes of the nodal reserve, AREVA has been told to avoid use of the generalized reserve calculation and to perform these calculations in coded statements.
For the sake of the following calculations a generator is considered not offline if the following criteria are met:

· (LSL > 0 AND Output MW > 95% of LSL)  or                                                      (LSL = 0 AND Output MW > 3% of capability)

· Generator breaker is closed

The following calculations will be supported for the Market Reserve Capacity Monitoring.

1. Responsive Reserve Capacity 

For each generator:

If (Output MW > LSL) AND (Generator not offline)

Responsive Reserve Capacity = 
 
minimum (HSL-Output MW, 20% HSL)

ElseIf (Synchronous Condenser operation)
Responsive Reserve Capacity = MaxResSync 
Else
Resp Reserve Cap = 0

Endif

Where: 

MaxResSync = defined Responsive Reserve Contribution when operating as synchronous condenser

This will be summed across the system as Responsive Reserve Capacity from Generation Resources.
For each non-controllable load resource:

Responsive Reserve Capacity = Output MW

This will be summed across the system as Responsive Reserve Capacity from non-Controllable Load Resources.

For each controllable load resource:

Responsive Reserve Capacity = Output MW

This will be summed across the system as Responsive Reserve Capacity from Controllable Load Resources.

All of the above types will be summed across the system as Responsive Reserve Capacity from all Resources
Note: These equations assumes all values are non-negative)

2. Available Non-Spinning Reserve 

For each on-line generator with Energy Offer Curves:

If (Non-Spin Ancillary Service Schedule > 0) AND 
 
(Energy Offer Curve flag set) AND 
 
(Resource Status not ONTEST) AND 
 
(Generator is not offline)

Available Non-Spin = Non-Spin Ancillary Service Schedule
Else

Available Non-Spin = 0

Endif

This will be summed across the system as Available Non-Spinning Reserve from On-Line Generation Resources with Energy Offer Curves

For each Load Resource:

If (Non-Spin Ancillary Service Schedule > 0) AND 
 
(Relay Armed flag is not set) AND 
 
(Resource Status not ONTEST)

Available Non-Spin = Non-Spin Ancillary Service Schedule
Else

Available Non-Spin = 0

Endif

This will be summed across the system as Available Non-Spinning Reserve from Undeployed Load Resources 

For each off-line generator:

If (Non-Spin Ancillary Service Schedule > 0) AND 
 
(Energy Offer Curve flag is not set) AND 
 
(Generator is offline)

Available Non-Spin = Non-Spin Ancillary Service Schedule
Else

Available Non-Spin = 0

Endif

This will be summed across the system as Available Non-Spinning Reserve from Off-Line Generation Resources
For each on-line generator:

If (Non-Spin Ancillary Service Schedule > 0) AND 
 
(Energy Offer Curve flag is not set) AND 
 
(Resource Status not ONTEST) AND 
 
(Generator is not offline)

Available Non-Spin = Non-Spin Ancillary Service Schedule
Else

Available Non-Spin = 0

Endif

This will be summed across the system as Available Non-Spinning Reserve from Resources with Output Schedules.  

All of the above types will be summed across the system as Available Non-Spinning Reserve Capacity from all Resources
3. Undeployed Reg-Up

For each on-line generator:

If (Reg-Up Ancillary Service Schedule > 0) AND 
 
(Resource Status not ONTEST) AND 
 
(Generator is not offline) AND 
 
(Generator URS block flag not set)
Generator Undeployed Reg-Up = 
 
Reg-Up Ancillary Service Schedule
Else

Generator Undeployed Reg-Up = 0

Endif
This will be summed across the system as Undeployed Reg-Up from generators.
For each controllable load:

If (Reg-Up Ancillary Service Schedule > 0) AND 
 
(Resource Status not ONTEST)

Load Undeployed Reg-Up = 
 
Reg-Up Ancillary Service Schedule
Else

Load Undeployed Reg-Up = 0

Endif
This will be summed across the system as Undeployed Reg-Up from loads.
All of the above types will be summed across the system as Undeployed Reg-Up from all Resources
4. Undeployed Reg-Down

For each on-line generator:

If (Reg-Down Ancillary Service Schedule > 0) AND 
 
(Resource Status not ONTEST) AND 
 
(Generator is not offline) AND 
 
(Generator DRS block flag not set)
Generator Undeployed Reg-Down = 
 
Reg-Down Ancillary Service Schedule
Else

Generator Undeployed Reg-Down = 0

Endif
This will be summed across the system as Undeployed Reg-Down from generators.
For each controllable load:

If (Reg-Down Ancillary Service Schedule > 0) AND 
 
(Resource Status not ONTEST)

Load Undeployed Reg-Down = 
 
Reg-Down Ancillary Service Schedule
Else

Load Undeployed Reg-Down = 0

Endif
This will be summed across the system as Undeployed Reg-Down from loads.
All of the above types will be summed across the system as Undeployed Reg-Down from all Resources
5. Available Capacity to increase Base Points in SCED

For each on-line generator 

If (Resource Status not ONTEST) AND 
 
(Energy Offer Curve flag is set) AND 
 
(Generator is not offline)

Increase Base Point Capacity Available = 
 
Maximum (0.0, (HDL – 
 
SCED Base Point (or Emergency Base Point)))

Else

Increase Base Point Capacity Available = 0

Endif
This will be summed across the system as Available Capacity with Energy Offer Curves that can be used to increase Base Points in SCED

For each on-line generator 

If (Resource Status not ONTEST) AND 
 
(Energy Offer Curve flag is not set) AND 
 
(Generator is not offline)

Increase Base Point Capacity Available = 
 
Maximum (0.0, (HDL – 
 
SCED Base Point (or Emergency Base Point)))))

Else

Increase Base Point Capacity Available = 0

Endif
This will be summed across the system as Available Capacity without Energy Offer Curves that can be used to increase Base Points in SCED.

All of the above types will be summed across the system as Total Available Capacity that can be used to increase Base Points in SCED.
6. Available Capacity to decrease Base Points in SCED

For each on-line generator 

If (Resource Status not ONTEST) AND 
 
(Energy Offer Curve flag is set) AND 
 
(Generator is not offline)

Decrease Base Point Capacity Available = 
 
Maximum (0.0, 
 
(SCED Base Point (or Emergency Base Point) - 
 
LDL))

Else

Decrease Base Point Capacity Available = 0

Endif
This will be summed across the system as Available Capacity with Energy Offer Curves that can be used to decrease Base Points in SCED

For each on-line generator 

If (Resource Status not ONTEST) AND 
 
(Energy Offer Curve flag is not set) AND 
 
(Generator is not offline)

Decrease Base Point Capacity Available = 
 
Maximum (0.0, 
 
(SCED Base Point (or Emergency Base Point) - 
 
LDL))

Else

Decrease Base Point Capacity Available = 0

Endif
This will be summed across the system as Available Capacity without Energy Offer Curves that can be used to decrease Base Points in SCED.

All of the above types will be summed across the system as Total Available Capacity that can be used to decrease Base Points in SCED.
7. Available HASL Above Energy Requirement

The total HASL available energy will be calculated as the sum of the HASL using all on-line generators and controllable loads. The current Generation To Be Dispatched (GTBD) will be subtracted from the total available energy to form the total energy mismatch.
total HASL energy mismatch = total HASL available energy - GTBD

An alarm will be issued when the total HASL energy mismatch is less than an operator defined value.
8. Available HDL Above Energy Requirement

The total HDL available energy will be calculated as the sum of the HDL using all on-line generators and controllable loads. The current GTBD will be subtracted from the total available energy to form the total energy mismatch.
total HDL energy mismatch = total HDL available energy - GTBD

An alarm will be issued when the total HDL energy mismatch is less than an operator defined value.
9. Available SCED Up ramp rate
Available SCED Up ramp rate = Total Available Capacity that can be used to increase Base Points in SCED / 5
10. Available SCED Down ramp rate
Available SCED Down ramp rate = Total Available Capacity that can be used to decrease Base Points in SCED / 5
11. Spinning Reserve Capacity

For each on-line generator 


 if (Resource Status not ONTEST) AND 
 
(Generator is not offline) AND 
 
(Generator type is not Wind, Nuclear, or Combined Cycle)

Available Spinning Reserve = 
 
Maximum (0.0, HSL – Output MW)

Else

Available Spinning Reserve = 0

Endif
This will be summed across the system as Spinning Reserve Capacity.
12. Available Blackstart Capacity 

For each generator 


 if (Resource Status not ONTEST) AND 
 
Generator Blackstart flag is set) 
 

Available Blackstart Capacity = HEL

Else

Available Blackstart Capacity = 0

Endif
This will be summed across the system as Available Blackstart Capacity.
13. Available Reliability Must Run (RMR) Capacity

For each on line generator 

if (Resource Status not ONTEST) AND 
 
(Generator RMR flag is set) AND 
 
(Generator is not offline)

Available RMR Capacity = 
 
Maximum (0.0, (HEL – Output MW))

Elseif (Resource Status not ONTEST) AND 
 
(Generator RMR flag is set) AND 
 
(Generator is offline)

Available RMR Capacity = Resource High Emergency Limit

Else

Available RMR Capacity = 0

Endif
This will be summed across the system as Available Reliability Must Run (RMR) Capacity.

14. Average Generator Regulation and Average Output MW 
For each generator, calculate the following over each SCED interval and over each settlement interval:

· Average Reg-Up Ancillary Service deployment
· Average Reg-Down Ancillary Service deployment
· Average Output MW
15. Base Point deviation
Calculate the Base Point deviation for each Resource:

Calculate the expected output for each generator Resource based on the following:

· Updated Desired Base Point
· Calculated (Resource) Reg-Up Ancillary Service deployment 
· Calculated (Resource) Reg-Down Ancillary Service deployment
· 
· 
· Expected governor action
Resource specific Reg-Up and Reg-Down Ancillary Service deployments are calculated based on the telemetered Resource participation factors.
The difference between this expected output value and the Output MW will be used to calculate the Average Base Point deviation. 

Load Resource Error: Calculate the expected output from:

· Load Output MW
· Low Power Consumption (LPC)

· Breaker status
The difference between this expected output value and the Output MW will be used to calculate the Average Load Resource Error.

These will be summed for the QSE as Average QSE Portfolio Error.

16. Generator not responding
Generators where the Average Base Point deviation, calculated above, is greater than a threshold for too long will be flagged. The results of this monitoring will be shown on a display. The Market Participant will be sent an alarm for this condition.
17. Raise/Lower Control Block too long

For each generator, monitor how long since the UDS/DRS Block status has been set. When that time is too long, set a flag and issue and alarm. The results of this monitoring will be shown on a display. The Market Participant will be sent an alarm for this condition.
3.16.5. Outputs

· Generator, QSE, and System Responsive Reserve Capacity from Generation Resources 
· Non-controllable Loads, QSE, and System Responsive Reserve Capacity from non-Controllable Load Resources.
· Controllable Loads QSE, and System Responsive Reserve Capacity from Controllable Load Resources.
· QSE, and System Responsive Reserve Capacity from all Resources
· Generator, QSE, and System Available Non-Spinning Reserve from On-Line Generation Resources with Energy Offer Curves
· Load, QSE, and System Available Non-Spinning Reserve from Undeployed Load Resources
· Generator, QSE, and System Available Non-Spinning Reserve from Off-Line Generation Resources
· Generator, QSE, and System Available Non-Spinning Reserve from Resources with Output Schedules.  
· Generator, QSE, and System Undeployed Reg-Up from generators
· Load, QSE, and System Undeployed Reg-Up from loads
· QSE, and System Undeployed Reg-Up from all Resources
· Generator, QSE, and System Undeployed Reg-Down from generators
· Load, QSE, and System Undeployed Reg-Down from loads
· QSE, and System Undeployed Reg-Down from all Resources
· Generator, QSE, and System Available Capacity with Energy Offer Curves that can be used to increase Base Points in SCED
· Generator, QSE, and System Available Capacity without Energy Offer Curves that can be used to increase Base Points in SCED
· Generator, QSE, and System Total Available Capacity that can be used to increase Base Points in SCED
· Generator, QSE, and System Available Capacity with Energy Offer Curves that can be used to decrease Base Points in SCED
· Generator, QSE, and System Available Capacity without Energy Offer Curves that can be used to decrease Base Points in SCED
· Generator, QSE, and System Total Available Capacity that can be used to decrease Base Points in SCED
· Resource, QSE, and System Available HASL Above Energy Requirement
· Generator, QSE, and System Available HDL Above Energy Requirement
· Generator, QSE, and System Available SCED Up ramp rate
· Generator, QSE, and System Available SCED Down ramp rate
· Generator, QSE, and System Spinning Reserve Capacity
· Generator, QSE, and System Available Blackstart Capacity 

· Generator, QSE, and System Available Reliability Must Run (RMR) Capacity
· Average over SCED interval Reg-Up Ancillary Service deployment
· Average over SCED interval Reg-Down Ancillary Service deployment
· Average over settlement interval Reg-Up Ancillary Service deployment
· Average over settlement interval Reg-Down Ancillary Service deployment
· Average over settlement interval Output MW
· Average Generator Error

· Average Load Resource Error

· Average QSE Portfolio Error
· Generator Not-Tracking flag
· Generator URS Block time exceeded flag and alarm
· Generator DRS Block time exceeded flag and alarm
3.17. Inputs/Outputs from/to QSEs (via SCADA)
3.17.1. Traceability to Requirement(s)

FR38, FR39, FR40, FR41 

3.17.2. Introduction

LFC interfaces with SCADA to obtain ICCP inputs from the QSE’s as well as other system data such as the frequency values.  LFC also transmits ICCP data out to the QSE’s via SCADA.  This section provides a list of the input and output data for the LFxC/SCADA interface. 


3.17.3. Inputs

The following values from the participants are expected to be read from SCADA into LFC:
· System Actual Frequency 

· Resource Status (number)
· DC Tie injection MW
· DC Tie status
· Generator net real power (gross & auxiliary and/or net)

· Generator Breaker Status

· Generator High Sustained Limit

· Generator Low Sustained Limit

· Generator High Emergency Limit

· Generator Low Emergency Limit

· Generator Normal Ramp Rate

· Generator Emergency Ramp Rate

· Generator Reg-Up participation factor

· Generator Reg-Up Ancillary Service Schedule

· 
· Generator Reg-Up Ancillary Service Resource Responsibility

· 
· Generator Reg-Down participation factor

· Generator Reg-Down Ancillary Service Resource Responsibility

· Generator Reg-Down Ancillary Service Schedule

· Generator Responsive Reserve participation factor

· Generator Responsive Reserve Ancillary Service Resource Responsibility

· Generator Responsive Reserve Ancillary Service Schedule

· Generator Non-Spin Ancillary Service Resource Responsibility

· Generator Non-Spin Ancillary Service Schedule

· Generator Raise block status (temporarily blocked by QSE)

· Generator Lower block status (temporarily blocked by QSE)

· Generation Resource DSR schedule

· Combined Cycle configuration number 

· Load Resource MW

· Load Resource Relay Status

· Load Resource LPC

· Load Resource MPC

· Load Resource High Sustained Limit

· Load Resource Low Sustained Limit

· Load Resource High Emergency Limit

· Load Resource Low Emergency Limit

· Load Resource Normal Ramp Rate

· Load Resource Emergency Ramp Rate

· Load Resource Reg-Up participation factor

· Load Resource Reg-up Ancillary Service Resource Responsibility

· Load Resource Reg-up Ancillary Service Schedule

· Load Resource Reg-Down participation factor

· Load Resource Reg-down Ancillary Service Resource Responsibility

· Load Resource Reg-down Ancillary Service Schedule

· Load Resource Responsive Reserve participation factor

· Load Resource Responsive Reserve Ancillary Service Resource Responsibility

· Load Resource Responsive Reserve Ancillary Service Schedule

· Load Resource Non-Spin Ancillary Service Resource Responsibility

· Load Resource Non-Spin Ancillary Service Schedule

· Load Resource Reg-Up inhibit status (temporarily blocked by QSE)

· Load Resource Reg-Down inhibit status (temporarily blocked by QSE)

· Load Resource DSR schedule
· Controllable Load Resource Scheduled Power Consumption that represents zero Ancillary Service deployments

· Status of the high-set under-frequency relay, if required for qualification

· All power signals for DSR Load
3.17.4. Processing

The standard e-terrageneration 2.3 LFC-SCADA interface is used to both input the data from SCADA into LFC as well as output the data to SCADA from LFC.     

3.17.5. Outputs

The following values are expected to be sent from LFC into SCADA each cycle:
· SCED end of execution time

· QSE Regulation Deployments

· QSE Responsive Reserve Deployments

· Updated Desired  Base Point for each Resource
· Resource Base Point

· Flag (System wide) to indicate if Base Points are SCED calculated or Emergency
· 
· Resource LMP
· Responsive Reserve Capacity from Generation Resources

· Responsive Reserve Capacity from Load Resources excluding Controllable Load Resources

· Responsive Reserve Capacity from Controllable Load Resources
· Non-Spinning Reserve available from On-Line Generation Resources with Energy Offer Curves

· Non-Spinning Reserve available from undeployed Load Resources

· Non-Spinning Reserve available from Off-Line Generation Resources

· Non-Spinning Reserve available from Resources with Output Schedules

· Undeployed Reg-Up and undeployed Reg-Down

· Available capacity with Energy Offer Curves in the ERCOT System that can be used to increase Base Points in SCED

· Available capacity with Energy Offer Curves in the ERCOT System that can be used to decrease Base Points in SCED

· Available capacity without Energy Offer Curves in the ERCOT System that can be used to increase Base Points in SCED

· Available capacity without Energy Offer Curves in the ERCOT System that can be used to decrease Base Points in SCED

· Total ERCOT Load

· Total ERCOT Generation

· Total ERCOT Generation Operating Reserve
3.18. Inputs/Outputs from/to SCED / Outputs to Settlements

3.18.1. Traceability to Requirement(s)

FR32, FR42, FR43, FR45

3.18.2. Introduction

RLC interfaces with MMS to provide inputs to SCED and settlements and obtain the results from SCED.  This section provides a list of the input and output data for the RLC/MMS interface.


3.18.3. Inputs

After each SCED execution the MMS will pass the following data to RLC:

· SCED end of execution time stamp

· Generator Base Points

· Generator LMPs

· Non-Spin deployment active flag for each Resource 

· Non-Spin deployment activation time for each Resource 
· Flag to indicate if the Generator is associated with Energy Offer Curve
· Flag to indicate DSR Base Point is not equal to its Output Schedule

· Flag to indicate Base Point is violating original HDL or LDL sent by EMS

· DC Tie Schedule for each QSE

· Responsive Reserve Service deployment time for each Load Resource
· 
· 
· 
· 
· 
· 
· 
· 
· 
RLC expects to get the following data from the MMS at a slower rate than the SCED execution rate.

· Generator Normal Ramp Rate Capability Curve
· Generator Emergency Ramp Rate Capability Curve
3.18.4. Processing

While listing of these data are included here for completeness and cross referencing, the details of how the data will be exchanged with SCED and Settlements will be defined later.
3.18.5. Outputs

RLC will pass the following data to SCED before each solution executes:

· Trigger to force SCED execution
· Generation To Be Dispatched (GTBD)
· Generator Power Output

· Generator HASL

· Generator LASL

· Generator HSL
· Generator LSL
· Generator HDL

· Generator LDL
· Generator HEL

· Generator LEL
· Generator SURAMP
· Generator SDRAMP
· Resource Status
The system calculates and provides the following data to the market database and settlements database for each 15-minute settlement interval:

· QSE Responsive Reserve  average

· QSE URS average

· QSE DRS average 

· Resource LMP average

· Resource integrated output MW

· System Responsive Reserve  active during interval flag

· System Emergency declaration during interval

· Generator Emergency Base Point 

· Generator Emergency Base Point active during interval flag

The system calculates and provides the following data to the market database and settlements database for each 5-minute interval:

· QSE URS average

· QSE DRS average

· Generator URS average

· Generator DRS average

The system calculates and provides the following data to the market database and settlements database for each SCED interval:

· Start time

· System Responsive Reserve  active during interval flag

· Resource Regulation MW average

· Resource Responsive Reserve MW average

· Resource Output MW average

· Generator Base Point MW average

· Resource LMP average

· Frequency above 60.05 during interval flag

· Frequency below 59.95 during interval flag

· DSR output schedule not equal to Base Point flag during interval

· Generator URS block during interval flag

· Generator DRS block during interval flag

The system calculates and provides the following data to the market database and settlements database every minute:

· Generator on-line timestamp

· Generator breaker close timestamp

The system calculates and provides the following data to the market database and the settlements database every 10 seconds:

· Capacity Monitor results
3.19. Resource Qualification Testing / Outputs to Compliance 

3.19.1. Traceability to Requirement(s)

FR33, FR37, FR44, 
3.19.2. Introduction

The Ancillary Service Performance Monitoring functionality encompasses monitoring the performance of the Resources in responding to dispatch signals and AS deployment requests, calculation of NERC reporting data, and supporting the initial testing of the generators for qualifying to provide ancillary services.


3.19.3. Inputs

· System ACE

· System Frequency deviation

· System Frequency Bias

· Other NERC CPS/DCS inputs as needed

· Test parameters for Resource qualification testing
3.19.4. Processing  
The monitoring of the performance of the Resources will be performed external to LFC by the ERCOT compliance group.  To support these calculations, the values listed in the output section will be exported from LFC to the Compliance database every 4 seconds.  Integrations of data and further processing is expected to be carried out by the software running against the compliance database and is not the considered the responsibility of LFC unless ERCOT makes an explicit request for such a calculation in LFC.

The standard e-terrageneration NERC CPS/DCS processing will accomplish most of the needs for NERC reporting purposes.  There were a few ERCOT specific changes made to the zonal system for the NERC reporting.  Some of these were put into the standard product but some were not.  It is expected that there will still be a low level of customization needed for the nodal system.

The Resource qualification testing for providing ancillary services can be broken down into two pieces:  issuing requests and monitoring performance.  The current definition for the regulation qualification testing basically amounts to ERCOT sending a series of generator dispatch changes over an hour period and statistically monitoring one minute averages of the generator output.  One method of handling the dispatch signal changes would be to use the standard e-terrageneration Base Point schedule functionality to enter the desired dispatch Base Point profile for the Resource for the time of the testing period.  At the time of the test, the ERCOT employee conducting the test could set a flag to indicate that the Resource Base Point sent to SCADA should be obtained from the Base Point schedule instead of the SCED Base Point.  When the test completes, the flag would be reset and the SCED Base Point would once again be used.  The analysis of the output MW for the testing period would be done outside of LFC as, due to requirements for normal capture of Resource MW output at the LFC sample rate, it should be fairly trivial to determine the one-minute averages or any other type of analysis that may be desired in the future.  This basic data analysis may also already be part of the monitoring of the generator performance that is done on a day-to-day basis.

The qualification testing that is for responsive reserve and non-spinning reserve, for Resources that do not qualify for regulation support, is done entirely outside of LFC as the required deployments are signaled through the Messaging System as opposed to using normal dispatch signal paths.
3.19.5. Outputs

· Resource Output MW

· Resource Output MVAR

· Resource Reg-Up Schedule

· Resource Reg-Down Schedule

· Generator HSL

· Generator LSL

· Generator high emergency limit

· Generator low emergency limit

· Resource breaker status

· Generator normal ramp rate

· Generator emergency ramp rate

· other generator commitments of Ancillary Service capacity

· Resource Reg-Up MW

· Resource Reg-Down MW

· Resource Responsive Reserve  Responsibility

· Resource Responsive Reserve  Schedule

· Resource NSRS Schedule

· SCED Base Point

· Emergency Base Point
· Generator expected governor response

· System ACE

· System Frequency

· Resource URS block

· Resource DRS block

· Generator on-line timestamp

· Generator breaker close timestamp
· NERC CPS1, CPS2, and DCS results
3.20. Controllable Loads  

3.20.1. Traceability to Requirement(s)

na 

3.20.2. Introduction

While not directly defined in the Requirements, this section describes how the LFC system will be modified to work with Load Resources.
3.20.3. Inputs

Describe the inputs to the function and input validation strategy – allowed data types and value ranges etc.

3.20.4. Processing

The ERCOT nodal system recognizes two types of Load Resources:,Controllable Loads and other Load Resources. Controllable loads are allowed to provide Regulation, Responsive Reserve, and Non-Spin Reserve ancillary services similar to generators.  Other Load Resources only respond to Non-Spin Reserve signals deployed by the MMS via XML signals.

Load Resources will be modeled in LFC database as children of the QSE records with indication which are Controllable Loads.  Each Controllable Load Resource will be defined as an interruptible, controllable, or under-frequency relay type of load.   In the zonal system some reserve monitor calculations were summarized by load type but the nodal market system does not currently have a requirement for these types of calculations so the flags will simply be for display.  LFC will receive telemetered values for the current power consumption, Low (LPC) and Maximum (MPC) Power Consumption, Load Resource breaker status, and ancillary serve responsibility and schedule values for Reg-Up, Reg-Down, Responsive Reserve, and Non-Spin Reserve.  In addition if the load is used for responsive reserve, LFC will receive a telemetered status for the high-set under-frequency relay.  When the responsive reserve deployment is distributed among the QSE’s, calculation of the participation factors and the limits will include generators and Controllable Loads 
The Controllable Load Resources values will be displayed on a separate display for monitoring by the ERCOT operators and the available AS capacity amounts for Controllable Load Resources will be monitored separately from the available AS capacity amounts for generators by the AS Capacity Monitor.
3.20.5. Outputs

Selected custom displays
3.21. Load Areas 

3.21.1. Traceability to Requirement(s)

na
3.21.2. Introduction

The ERCOT zonal market system supports the generic modeling of load areas for support of load forecast.  This functionality will be added to the nodal market system.  


3.21.3. Inputs

· Generator MW – via telemetry
· Tieline actual MW – via telemetry

· Generator and Tieline linkage for each load area – from modeling
3.21.4. Processing

The load areas to be monitored are defined in modeling by inserting the load area record and assigning the generators and ties that are to be members of that load area.  A generator or tie can be included as a member of any number of load areas.  In the real time, processing the load for each control area is calculated as the difference between the total generation and the total net interchange for the member generators and ties.  The load for each load area is filtered and an integrated MWH total is calculated for the desired interval (currently it is 15 minutes but that may change to 5 minutes in the nodal market).  The load area data is displayed on a separate display and the resulting load MW and/or MWH values can be exported to SCADA for use by LF and others.
3.21.5. Outputs

· Load Area MW – to SCADA
· Load Area average MW for 15 minute intervals – to SCADA
3.22. DC Ties 

3.22.1. Traceability to Requirement(s)

na
3.22.2. Introduction

ERCOT interacts with the external world via multiple DC Ties.  These ties are jointly scheduled by the QSEs.  The ability to monitor the actual vs. the scheduled interchange on these ties is desired.


3.22.3. Inputs

· DC Tie Actual MW – via telemetry

· DC Tie Schedule MW – from MMS

3.22.4. Processing

In the zonal market system, a new record was modeled as a child of the QSE for processing the scheduled interchange for each DC Tie that the QSE was associated with.  In the nodal market system this record will no longer be needed in LFC.  The scheduling and curtailment of the schedules will be handled in the MMS and the LFC will simply monitor the actual tieline flow from telemetry and the resultant scheduled tieline flow output by the MMS.  It is assumed that the calculation of inadvertent interchange will be handled externally to the EMS in the accounting/settlements space.
3.22.5. Outputs

· TBD

3.23. Load Forecasting

The Load Forecasting function is a sub-system of the Energy Management System (EMS). The primary purpose of Load Forecasting is to provide forecasted Mid-Term and Long-Term load forecast information to various ERCOT systems and business processes.

The Mid-Term Load Forecast (MTLF) consists of hourly loads for each Weather Zone and the ERCOT system for the remainder of the current day and the next 7 days.  (The exact forecast period is configurable, for example it could be extended to 10 days to better support ERCOT outage scheduling.)  Operations support staff use this information to perform near term analysis of the integrity of the ERCOT grid.  The Reliability Unit Commitment processes also use the MTLF to commit resources to meet anticipated load.

The Long Term Load Forecast (LTLF) consists of the daily minimum and maximum demand for each Weather Zone for the next 365 days. The LTLF is a new forecast that will be produced in the ERCOT Nodal Market and will be used as input along with resource availability data to assist with long term planning and reporting of resource adequacy.

The MTLF and LTLF provide load pattern information to the outage evaluation process that assesses the various impacts of requested outages to the ERCOT system.

3.24. Mid-Term Load Forecasting (MTLF)
3.24.1. Traceability to Requirement(s)

LF-FR1, LF-FR2, LF-FR3, LF-FR6, LF-FR8, LF-FR9, LF-FR10, LF-FR11, LF-FR12, LF-SR3, LF‑SR5, LF-SR6, LF-SR8, LF-SR9, LF-SR10, LF-SR17, LF-SR18, LF-SR19
3.24.2. Introduction

Mid‑Term LF (MTLF) is a multiple regression based function which uses forecast weather to forecast future load behavior based on the past relationship between actual load and actual weather. 

MTLF is actually a general purpose forecasting tool. It can be (and has been) used to provide a forecast for any dependent variable with a derivable relationship to known forecastable independent variables. The most common usage has load as the dependent variable and weather as the forecastable independent variables.

MTLF typically provides a week of load forecasts (although this is configurable), retrieves actual load and actual or forecast weather data from e‑terrascada or files, and updates the forecast models using actual data. The update of models is performed automatically once per day or upon analyst request. In the ERCOT implementation, MTLF will be configured to retrieve data and calculate forecasts for the next week on an hourly basis.
The refined forecast function updates forecasts over the remaining hours of the current day using current actual load data. This function runs automatically after a normal load forecast. 

For MTLF, the forecasts may be replaced by an alternate source:

· Similar Day forecast. The load forecast is obtained by searching through the database for days in history whose actual weather “best” fits the forecast weather for the day.

· Load Shape forecast. The load forecast is obtained by selecting a load shape (either manually entered or the load shape from a day in history) and scaling it.

· External forecast. The load forecast is obtained from an outside source using a file‑based interface. 

3.24.3. Inputs
· Weather forecast values, these values may be manually entered, read from a file, or retrieved via e‑terrascada.  They include:
· Actual weather data at each weather station within each Weather Zone 

· Weather forecast for each weather zone for the next 7 days

· Actual hourly MWh load from e‑terrascada by Weather Zone and the ERCOT system
· Load (zone) Weather regression model built on historic Load and Weather data by Zone
· Operator may modify or update for all or part of the day
· weather variables

· the MTLF results
· Abnormal dates, such as holidays, on which the load demand is atypical for that day of the week may be assigned a different day model for that day. Alternatively, the user can simply exclude days from contributing to the model update or from contributing to the statistics
3.24.4. Processing
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Figure 15 Load Forecast Time line 

The load forecasts are computed for the forecast period. Data in the Recent History period that has been edited (to correct data errors, etc.) is included in the model update automatically the next time a forecast is performed. Data older than the Recent History period can be changed and the model updated to incorporate the modified data during the daily update or via explicit analyst request.

The beginning and ending dates for the three time‑frames (future, recent, history) move forward each day. As the load model is updated each night that day's data is added to the Recent History. So, for example, if yesterday the Recent History period covered the period from February 3 to February 17, today it covers the period from February 4 to February 18. The data from February 3 is no longer part of the Recent History; it is now History instead. Once the database fills up, data for the oldest date in History is removed to make room. The only difference between Recent History and History is that any data editing in the Recent History period is automatically used in the next forecast (both are reprocessed during the daily updates); otherwise there is no distinction.

LF considers the forecast load as a MW value occurring at the middle of the designated time period. For example, for a typical hour‑based system the load is considered as a MW value at the half hour. If a forecast is requested via an API for a time which is not exactly on the target time, forecasts from time periods surrounding the requested time are used to return an interpolated value. An API is also available to return the MWH for a defined interval.

Archiving of data from history is done automatically by LF just after the first of each month so the data can be retrieved back into LFMODEL for subsequent modeling studies. The user can also manually generate archive files at any time.

3.24.5. Outputs
· Hourly MWh loads for the reminder of the current day and the next 7 days for each of the Weather Zones and Total for the ERCOT system. 

· Updates to the Load (zone) Weather regression model
· Statistics are calculated to keep track of how well the MTLF forecasts match the actual loads.

· Alarms

· rate of change limits on for weather variables and loads

· if the forecast errors exceed a pre-set threshold value configurable by an ERCOT Analysts

· Health check failure
· MIS Posting 

· The MTLF hourly Load Forecasts for each Weather Zone and the ERCOT system

· Adverse weather conditions

· Reliability Unit Commitment (RUC)
· The MTLF hourly Load Forecasts for each Weather Zone and the ERCOT system

· Market Management System (MMS)
· The MTLF hourly Load Forecasts for each Weather Zone and the ERCOT system

· Enterprise Data Warehouse (EDW)
· The MTLF hourly Load Forecasts for each Weather Zone and the ERCOT system
· Actual and forecasted weather data for each weather station for each Weather Zone

· Actual load for each Weather Zone
· e-terrabrowser full graphics displays including tabular displays and graphical plots of all load forecast data
· LF API, The following applications use the LF API to retrieve the MTLF

· Outage Evaluation – “SMTNET” study network sequence
·  STNET including VSAT/TSAT
3.25. Long-Term Load Forecasting (LTLF)
3.25.1. Traceability to Requirement(s)

LF-FR1, LF-FR2, LF-FR4, LF-FR5, LF-FR6, LF-FR8, LF-SR7, LF-SR8, LF-SR11, LF-SR12
3.25.2. Introduction

Long‑Term LF (LTLF) uses annual load growth factors and the MTLF history data to calculate a daily minimum and maximum demand forecast for the next 365 days for each Weather Zone and the ERCOT system..  Also included with LTLF is a Long Term Demand Forecast (LTDF) consisting of peak demand forecasts for each load zone and the ERCOT system for each week of the next 12 months.  The LTDF is updated weekly.

3.25.3. Inputs
· Load Growth Rate

· Daily actual minimum and maximum hourly integrated loads by Weather Zone

· Model training based on historic daily minimum and maximum hourly integrated loads by Weather Zone

· MTLF Max and Min for first 7 days 

· Operator may modify or update on demand the LTLF results

3.25.4. Processing
Annual load growth factors and the MTLF history data are used calculate the forecast for those fays beyond the MTLF.   This data is aggregated weekly to compute the Long Term Demand Forecast (LTDF) peak demand for each load zone and the ERCOT system for each week of the next 12 months.  
3.25.5. Outputs
· Daily minimum and maximum demand forecast for the next 365 days for each of the Weather Zones and the ERCOT system. 

· Weekly peak demand for the next 12 months for each of the Weather Zones and the ERCOT system
· Statistics are calculated to keep track of how well the LTLF forecasts match the actual loads.

· Alarms

· if the forecast errors exceed a pre-set threshold value configurable by an ERCOT Analysts

· Health check failure
· MIS Posting 

· The LTLF daily minimum and maximum demand forecasts for each Weather Zone on a daily basis

· The Long Term Demand Forecasts (LTDF) on a weekly basis
· Market Management System (MMS)
· The LTLF daily minimum and maximum demand forecasts for each Weather Zone on a daily basis

· Enterprise Data Warehouse (EDW)
· Daily minimum and maximum demand forecast for the next 365 days for each of the Weather Zones and the ERCOT system
· Actual daily minimum and maximum load demand for each of the Weather Zones and the ERCOT system
· e-terrabrowser full graphics displays including tabular displays and graphical plots of all load forecast data
· LF API, The following applications use the LF API to retrieve the LTLF

· Outage Evaluation – “SMTNET” study network sequence
3.26. Mid-Term Load Forecast Model Training - Offline

3.26.1. Traceability to Requirement(s)

LF-FR2, LF-FR7, LF-SR2, LF-SR12, LF-SR13, LF-SR14, LF-SR19
3.26.2. Introduction

The training, building, and testing of the Load (zone) Weather regression model is performed in the off‑line modeling application, LFMODEL.  LFMODEL is used by the analyst to study the accuracy of various load models for the purpose of determining the best model for the system. 

LFMODEL provides tools for the analyst to define load forecast models by describing the load characteristics and the weather factors affecting the load. LFMODEL allows the analyst to define these factors, perform load forecast studies using historical load and weather data, and evaluate the resulting load forecast accuracy against historical actual load. When the forecast model is acceptable, the analyst can transfer it to the online forecasting application, LF. 

Areas or zones for which load and weather data are available are termed modeled forecast areas. The analyst defines the models associated with each modeled area or zone.

3.26.3. Inputs
· Load Forecast Model defining for each zone or area which weather variables affect the load for the zone, and the type of affect each weather variables has

· Load (zone) Weather regression model built on historic Load and Weather data by Zone
3.26.4. Processing

In the model definition process, the analyst defines various models (i.e., which weather variables to use, what weight to give them, how they should be filtered) and compares them, trying to arrive at the combination of model parameters which best forecasts load for the given set of historical load and weather data. 

The process of modifying model parameters and evaluating model accuracy is iterative. A change is made to the model and error statistics are calculated based on these models and a given set of historical data, typically two years of load and weather. The analyst evaluates model accuracy from the resulting statistics. The analyst makes appropriate changes to the model and statistics are calculated again, based on the modified models and the same historical data. This process continues until statistics indicate that the desired model accuracy has been attained or cannot be readily improved.

The analyst defines which weather variables affect the load, and the type of affect each has. The affect that the weather variable has on the load is described by regression coefficients which are computed and updated by the software; the analyst establishes the existence of a relationship.

Derived forecast areas are defined as linear combinations of modeled forecast areas. These are useful for external areas for which load and weather data are not available. They may also be used to sum several modeled areas into a total forecast such as the ERCOT system load.

3.26.5. Outputs
· Trained model based on historic daily minimum and maximum hourly integrated loads by Weather Zone

· Accuracy reports 
· e-terrabrowser full graphics displays including tabular displays and graphical plots of all load forecast data
3.27. Mid-Term Load Forecast Model Training - Realtime

3.27.1. Traceability to Requirement(s)

LF-FR2, LF-FR7, LF-SR2, LF-SR12, LF-SR13, LF-SR14, LF-SR19
3.27.2. Introduction

e‑terraloadforecast automatically maintains and updates the regression based MTLF models. This operation is performed automatically once each day or upon operator request. 

3.27.3. Inputs
· Load Forecast Model defining for each zone or area which weather variables affect the load for the zone, and the type of affect each weather variables has

· Actual load and weather data acquired during operation
3.27.4. Processing

e‑terraloadforecast automatically maintains and updates the regression based MTLF models. This operation is performed automatically once each day or upon operator request. The affect that any given weather variable has on the load is described by regression coefficients which are computed and updated by the software. During the daily update process the regression coefficients are revised to adjust for slight changes in the weather versus load relationships. 

3.27.5. Outputs
· Updated Load Forecast Model defining for each zone or area which weather variables affect the load for the zone, and the type of affect each weather variables has

· Accuracy reports 
· e-terrabrowser full graphics displays including tabular displays and graphical plots of all load forecast data
3.28. Parallel Load Forecast Model Selection

3.28.1. Traceability to Requirement(s)

LF-SR13, LF-SR20
3.28.2. Introduction

The ERCOT load forecast will be modified to support parallel forecast zones.  This will allow the user to have multiple sources of forecasts for the same area or zone, and to select which of the sources is to be active at any time. There are several situations where this might be useful:

· To make the results from an external source load forecasting program (third party vendor forecast data) available. The external results can be brought in and compared with the load forecasts produced by the AREVA product. The user would then select which of the forecasts should be considered the one to use.

· Multiple AREVA forecast models could be set up for the same area or zone. This might be useful in determining whether certain configurations work better at certain times of the year, or for monitoring the results of a new model before actually implementing it.
Every area or zone will have an alias defined. By default an area’s alias will be the same as its ID. Multiple areas may have the same alias, e.g., ABC_EXT and ABC_LF may both have an alias of ABC. There will be a flag on each area and hour combination indicating whether or not that area has the in-use forecast for that alias and that hour. Code will verify that for each hour one and only one of the areas mapping to each alias is in-use. By default the first such area modeled for an alias will be used.

3.28.3. Inputs
· Operator selection of which forecast model will be active or in-use for the Zone forecast 

· CSV or XML file containing an external load forecast
3.28.4. Processing
In the code where IDs are used to determine which area’s data are to be used, it will first look for an area that has an alias that matches the ID and where the in-use flag is set. If no area alias is found with that ID, it will look for an area with the required ID. This will allow either the use of a specific area (e.g., ABC_EXT) or an alias (e.g., ABC) as appropriate.

When defining derived areas (areas whose data is calculated from the data for other areas) the component area entered may either be an area ID or an alias. For example, modeled areas ABC_EXT and ABC_LF may both have the alias ABC. Then derived area XYZ may be modeled as the sum of LMN (another modeled area) and ABC. This would lead to XYZ load forecasts being derived from LMN and whichever of ABC_EXT or ABC_LF is currently in-use.

Existing LF APIs that currently have area IDs as input parameters will allow the IDs to be actual area IDs or alias IDs. APIs are typically used to allow other programs to get the forecasted or actual load for a list of areas. New APIs similar to the existing APIs will be added so that the area IDs and data source (actual, forecast, manual override) and data quality (good, suspect, or bad) used for the forecast are passed back to the calling routine.

For areas that share an alias, the operator may select which of the areas is in-use “active” for each hour or day in the future. The in-use flag may only be changed for hours in the future. Selecting the day flag will set all hours in the day (if it is the current day only hours in the future will change). Selecting an area to be used will automatically cause the in-use flag for other areas with the same alias to be reset. As days are added to the model (this happens in the first LF run after midnight) the settings for the hour and day in-use flags for the newly-added day will default to those of the previous day. 

3.28.5. Outputs

The hour and day in-use “active” flags will be shown on the Load Forecast Results and History e‑terrabrowser full graphics displays

The alias for the area will be shown at the top of the column of Load Forecast data to allow the operator to easily identify data that is being used for a specific alias (parallel zone).

Hourly data by alias (parallel zone). 

3.29. Network Analysis Sub-system

The network Analysis subsystem consists of many related applications for security and stability analysis.  The applications are executed in a defined sequence.  There is a real-time sequence and a study sequence.
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Figure 16: Network Analysis Sub-system overview

3.30. Real-time Security Analysis and Stability Analysis
3.30.1. Introduction

The Real-time Security Analysis and Stability Analysis applications in e‑terratransmission are sequenced, controlled, and managed by the Online Network Sequence application, OLNETSEQ. OLNETSEQ provides a central location to monitor and control the execution of predefined sequences of real-time applications. This application also provides the user with information about incoming triggers and sequence initiation.  This information can be seen on the OLNETSEQ log display. 

3.30.2. Inputs & Sources

The sequence can be manually initiated, initiated on a periodic trigger, or initiated by an event.  A defined set of events which can start the real-time sequence as well SCED is covered in the Section 2.2.3. . This is achieved by the use if AREVA function QKNET as described below.  If desired, the user can bypass specific applications, and can manually abort the sequence.  

Event triggers that can start a sequence consist of: 

· Change of status of the designated 'network trigger' switching devices, 

· Change of status for designated equipment (through QKNET) 

· An AGC trigger due to shift of flows, or 

· A “rate of change” violation of designated values in e‑terrascada. 

The Voltage Support function is included, when needed, in the sequence. VS follows SE and CA in the sequence order.  VS will be included in any execution of the sequence (as triggered by any of the above criteria) where basecase voltage violations were detected by SE, or where contingency voltage violations were detected by CA, during that sequence execution.

3.30.3. Processing

The real-time sequence for ERCOT consists of Forced Outage detection, State Estimator, Contingency Analysis, Security Enhancement, Voltage Support, Voltage Stability Analysis, and Transient Stability Analysis. It can be configured as any subset of these.  

QKNET (Forced Outage Detection) is not controlled by OLNETSEQ. Like SCADA it is controlled and restarted by PROCMAN.   

Upon manual request to run the sequence, or an event trigger, any ongoing sequence is automatically terminated and restarted.  The user can specify that the sequence interruption can occur for up to a specified number of consecutive times, after which the current sequence will run to completion regardless of event triggers.  The user can also specify that a sequence run to completion regardless of event triggers. 
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Figure 17: Real-Time Network Sequence

3.30.4. Outputs & Targets

The output of the real-time sequence is the output from the Real-time Security Analysis applications that ran in that sequence.  These are described in the following sections for each application of the real-time sequence.

3.31. Study Network Security and Stability Analysis – Single Timepoint
3.31.1. Traceability to Requirement(s)

OS-FR1, OS-FR2, OS-FR3, OS-FR4, OS-FR5, OS-FR6, OS-FR7, OS-FR8, OS-FR9, OS-FR10, OS-FR11

3.31.2. Introduction

The Study Security Analysis and Stability Analysis applications in e‑terratransmission provide the capability of performing a power flow solution with the addition of contingency analysis, stability studies, voltage support, and outage evaluation, for a single timepoint

3.31.3. Inputs & Sources

The single timepoint study sequence is manually initiated.  If desired, the user can bypass specific applications, and can manually abort the sequence.  The study can begin from a real-time State Estimator snapshot or a study case. 

Other inputs to the study include scheduled outages to be used in building topology, resource schedules, and load forecast. 

3.31.4. Processing

The study network sequence for ERCOT consists of Power flow, Contingency Analysis, and Security Enhancement.   
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Figure 18: Study Network Sequence

3.31.5. Outputs & Targets

The output of the study network sequence is the output of the individual study applications that ran in that sequence.  These are described in later sections for each application of the study network sequence.

3.32. Study Network Security and Stability Analysis – Outage Evaluation
3.32.1. Traceability to Requirement(s)

OS-FR1, OS-FR2, OS-FR3, OS-FR4, OS-FR5, OS-FR6, OS-FR7, OS-FR8, OS-FR9, OS-FR10, OS-FR11

3.32.2. Introduction

The Study Security Analysis and Stability Analysis applications in e‑terratransmission provide the capability of performing a power flow solution with the addition of contingency analysis, stability studies, voltage support, and outage evaluation.

The STNET, the single-timepoint “Study Network application sequence” has been enhanced for ERCOT to create a Network Security study sequence for multiple time points as well as including Outage Evaluation functions.  This ERCOT specific study sequence is known as SMTNET. The analyst can use the “Multi-time point Study Network application sequence” to develop operational plans for each timepoint being studied. 

Outage Evaluation is used for processing outages that require approvals.  OE will reflect the requested outages in the model and commit MW and MVAR resources necessary to meet the load, reserve and VAR requirements, and determine a generation profile that meets ERCOT security criteria.  Outage Evaluation will also calculate an expected cost of production with all outages accommodated, as well as provide sensitivities of this cost to each of the planned outages.  For cases in which overloads can not be avoided with all the requested outages being accommodated, Outage Evaluation shall determine sensitivities of flow violations to the outages thus enabling the Scheduler to assess which of the outage requests are the candidates for rescheduling.

In some instances, a secure state can be obtained, but at an exorbitant cost.  In these cases, again, some outage requests may need to be rescheduled.  To help with the selection of the candidates, OE shall produce sensitivities of the cost to the outages. 

AREVA has issued Outage Evaluation Delta Design Note (DNN) that details the design of how the SMTNET Network Analysis application will be modified to perform the Outage Evaluation functions.

3.32.3. Inputs & Sources

The study sequence is manually initiated.  If desired, the user can bypass specific applications, and can manually abort the sequence.  The study can begin from a real-time State Estimator snapshot or a study case. The starting time and the ending time of the period of study are specified by the user.

Inputs to the Outage Evaluation study include: 

· Breaker oriented network model, from State Estimator snapshot, or from a previously-saved case. 

· Contingency model, including SPS, RAP, and Load Rollover definitions.

· Branch flow ratings, which can be derived from the Dynamic Ratings, the Dynamic Ratings Static Table, the high and low temperature forecasts, and the seasonal daily temperature profiles. (Seasonal daily temperature profiles are imported in a file.)

· Outages, both previously-approved outages and requested outages, from the Outage Scheduler.

· Loads, which can be derived from the imported Mid-Term Load Forecast (up to 8 days), Long-Term Load Forecast (beyond 8 days), and Load Distribution Factors.  If only high and low MW forecasts are available, the Daily Load Profile will be used to provide the hourly forecast. 

· Load Distribution Factors are from the EMS for studies within 21 days; otherwise averaged, seasonal Load Distribution Factors are imported from NMMS. 

· Generator Statuses, from COP for periods covered by COP; otherwise, derived from the Priority List Unit Commitment using seasonal Averaged Energy Offer curves.

· Generator profiles, imported when available; otherwise, derived from the Priority List Unit Commitment using seasonal Averaged Energy Offer curves. 

· DC Tie Line Schedules.

3.32.4. Processing

The “SMTNET” study network sequence for ERCOT consists of Power flow, Contingency Analysis, and Security Enhancement.   
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Figure 19: Multi Time Point Study Sequence

Outage Evaluation (OE) processing includes the following sub-functions:

· Case Setup (see Inputs and Sources section, above).

· Study Case Repository.

· Power Flow – solves basecase solutions for each studied time point. 

· Contingency Analysis – solves contingencies for each studied time point, and reports on violations. 

· Multi-case Executive – coordinates all sub-functions involved in OE, and includes the multi-time point logic. .

· Priority List Unit Commitment – determines unit statuses and MW output for any time points not covered by COP data.  When COP is available the Outage Evaluation process determines the MW Output of resources based on the data available in COP, and seasonal Averaged Energy Offer curves.  

· Secure Generation Profile – redispatches generating resources, when necessary to correct basecase or contingency violations during simulation of outages. 

· Outage Cost Calculator – calculates the additional production cost required to accommodate the requested (but not yet approved) outages. 

· Overload Sensitivity Calculator – calculates the sensitivities of each (basecase or contingency) branch overload to each requested outage. 

· Outage Cost Sensitivity Calculator – calculates the sensitivity of the total outage cost (with all outages accommodated) to each individual requested outage and approved outage. 

· User Interface Functions – important output from the other sub-functions are displayed.

· Savecase Manager

3.32.5. Outputs

Outage Evaluation produces the following output: 

· Each component that is violated for any contingency, and for any time step, will be listed on a display – one listing for each contingency and for each time step where a violation occurred.  

· A list of all time steps with unresolved security issues.

· A list of all outages completely contained within intervals that can be accommodated without any violations.

· Sensitivities of each overload to each outage.

· For each time-step, the combined cost of all outages. This is the difference in production cost between a secure system with all requested outages accommodated, and a secure system with only the approved outages accommodated.

· For each time-step, the sensitivities of the production cost (with all outages accommodated) to each outage (both approved and requested).

· For any violation, in any time-step, in any contingency, that could not be corrected by redispatching basecase generation, the sensitivity of the violation to each requested outage will be listed.

From a display listing all approved and requested outages, the user of Outage Evaluation will be able to manually set individual outages to Approved status, or to Pending status, and will be able to transfer these changes to the Outage Scheduler application.

3.33. Forced Outage Detection and Quick Network Analysis

3.33.1. Traceability to Requirement(s)

FOD-FR1, FOD-FR2, FOD-FR3, FOD-FR4, FOD-FR5, FOD-FR6, FOD-FR7, FOD-FR8

3.33.2. Introduction

Forced Outage Detection is performed by the Quick Network Analysis application in e‑terratransmission .  Quick Network Analysis (QKNET) performs topology processing at user defined scan rates.  It will detect, report, and alarm unplanned or forced outages.

AREVA has issued Forced Outage Detection (FOD) Delta Design Note (DDN) that details the design of how the Quick Network Analysis application will be modified to perform the Forced Outage Detection functions.

3.33.3. Inputs & Sources

Equipment status point measurements from SCADA 

Manual status changes by operator in RTNET for equipment removal and/or breakers that are unmapped to SCADA.

Planned resource and transmission equipment outages from the Outage Scheduler

3.33.4. Processing

The Forced Outage Detection (FOD) application will include the following processes:

· retrieve telemetered statuses

· topology processing

· Import planned Outages

· detect/report outaged equipment

· Alarm unplanned outages.

3.33.5. Outputs & Targets

When the detected outages of transmission elements are unplanned or forced, the FOD application issues alarms to bring it to the operator’s attention

FOD will have a display titled ‘Network Equipment Outages’ which will display all existing outages. Each outage record will have an attribute that indicates whether it is a planned, forced, unavoidable extension or forced extension type outage. Additionally resource outages will have an attribute to indicate whether they are an unplanned deviation from the operating plan.

FOD can also trigger the real-time sequence, i.e. State Estimator upon detecting a change of status of pre-defined resources or transmission elements.  

3.34. SE - State Estimator

3.34.1. Traceability to Requirement(s)

SE-FR1, SE-FR2, SE-FR3, SE-FR4, SE-FR5, SE-FR6, SE-FR7, SE-FR8, SE-FR9, SE-FR10, SE-FR11, SE‑FR12, SE-FR13, SE-FR14, SE-FR15, SE-FR16, SE-FR17, SE-FR18, SE-FR19, SE-FR20, SE-FR21, SE‑FR22, SE-FR23, SE-FR24, SE-FR25, SE-FR26, SE-FR27, SE-FR28, SE-FR29, SE-FR30,  SE-FR31, SE‑FR32, SE-FR33, SE-FR34, SE-FR35, SE-FR36, SA-FR14, SA-FR15, SA-FR19, SA-FR20

3.34.2. Introduction

The primary purpose of State Estimator is to estimate the state of the ERCOT network in order to accurately assess the reliability of the transmission grid and provide the necessary data input to the Network Security Analysis (NSA) and Security Constrained Economic Dispatch (SCED) applications.

AREVA has issued the State Estimator Customizations Delta Design Note (DDN) which describes how the application will be modified to satisfy ERCOT’s needs and requirements.

The State Estimation function determines the best estimate of the state of the ERCOT system, based on the network topology and measurements retrieved from the e-terrascada subsystem. It provides a steady-state solution of the power system for use by other network analysis programs and for display to the operators.

State Estimation encompasses both the unobservable portion of the network and the observable areas that are monitored by QSEs and TSPs. Those parts of the network model that are not observable from measurements are solved using pseudo-measurements, which can be determined based on model data such as load or voltage schedules.

3.34.3. Inputs & Sources

Inputs to the State Estimation function include the bus-branch model, real-time measurement data from e‑terrascada, and models for internal and external system generation and load patterns.  Forecasted load patterns come from defined load and weather zones as part of the Load Forecast application.Real-time measurement data can include flow (the flow through switching devices will only be used by the state estimator if there is an associated device and the measurement can be mapped to that device, i.e. branch), voltage angles and magnitude, tap positions, statuses, as well as Phase Angle measurements from PMUs and others.  VAR measurements for shunt devices, including statcoms, will also be used by the state estimator.

SE is the first application in the real-time sequence.  The sequence can be triggered:

· Periodically

· Manually

· By ERCOT defined Events (including QKNET)

3.34.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.34.5. Outputs & Targets

The State Estimation function 

· estimates the network state (flows and voltages)

· calculates network loss sensitivity factors

· produces a busload forecast

· monitors quality of busload forecast based on estimation

· updates busload distribution coefficients

· Updates measurement error statistics.

· Flags suspect and anomalous analogs

· identifies possibly erroneous breaker and switch status with its Topology Consistency Analyzer. The Topology Consistency Analyzer compares breaker status with flow measurements on the breaker itself or on transmission components connected in series to determine if the breaker status is consistent with the measured flow.  The consistency checks are performed as a screening coherency check after retrieving measurements from SCADA but before the state estimation is done.
Output to EMS applications

· The results of the SE, an estimate of the state of the ERCOT network, are used as the input to all other Network Security Analysis programs including Contingency analysis, Security Enhancement, and Voltage and Transient Stability Analysis.

· Alarms – a generic alarm will be issued indicating that basecase violations exist.  It is then up to the operator to navigate to the Basecase Violations display in RTNET to review the overloads.

Output to Market Applications: SCED, RUC, DAM 

· Load Distribution Factors

· Estimated Generation Injections

· Electrical Bus Status

· Current Breaker Statuses

Output to Market Information System (MIS) Secure Area

· Electrical Bus Status

· Load Distribution Factors

· incorrect status indicators from the Topology Consistency Analyzer 

· Hourly SE results as noted in SE-FR34, such as statuses, flows, voltages, loading, and the 15-minute average load

· Monthly SE results statistics as determined by the SE Performance functionality (SESTATS), including convergence statuses as well as measurement quality and solution residual for flows and voltages. 

SE Performance statistics will be managed by the SESTATs function, an ERCOT custom enhanced to meet the project requirements.  It will record general SE solution statistics (i.e. convergence status) as well as measurement and estimate data based on the devices defined in the following SE Performance Monitoring Groups:  Congested Transmission Elements for SE, Voltage Critical Buses for SE, and Major Transmission Elements for SE. 

There is an extensive set of standard displays available for all real-time functions.  All displays are built and managed with the e‑terraplatform user interface systems, e‑terrabrowser. This guarantees a similar look-and-feel, rapid learning and ease of maintenance.

3.35. CA – Contingency Analysis

3.35.1. Traceability to Requirement(s)

SA-FR4, SA-FR5, SA-FR6, SA-FR7, SA-FR8, SA-FR9, SA-FR10, SA-FR11, SA‑FR12, SA-FR13, SA‑FR15, SA-FR16, SA-FR17, SA-FR18, SA-FR19, SA-FR20, SA-FR21, SA‑FR23, VS-FR2, OS-FR4.

3.35.2. Introduction

Contingency Analysis (CA) is a network solution application, available in both the real-time and study environments, that examines the network state resulting from each defined contingency.  A contingency specifies ‘what-if’ conditions for the network to the n-1.  These conditions are applied, one by one, to the network described  by the basecase (either from state estimator or powerflow), thus alerting operators to potential overloads in the system.

For the ERCOT project the EMP 2.3 release will be used and customized to support the requirements set forth in the Texas Nodal EMS Texas Requirements Specification for Network Security and Stability Analysis document.  The necessary customizations are documented in the AREVA issued Contingency Analysis Customizations Delta Design Note (DDN) document.

The main task of Contingency Analysis (CA) is to evaluate potential outage conditions within the modeled power system by disconnecting power system devices in the model and solving the resulting model. Flow and voltage violations are evaluated and the severity of the postulated outage is calculated. 


Real Time Contingency Analysis (RTCA) shall simulate contingencies for the real-time network and identify all resulting security violations. The MW and KV violations and their associated limits, along with the constraints, shall be made available to the Transmission Constraint Management (TCM) process, where the Transmission Operator shall have the ability to deactivate, activate, manually enter, edit, and override the limits of those constraints.  

The security violations detected by CA shall be posted on the Market Information System (MIS) secure area, for access by market participants.

Under the control of SMTNET (the Multi Time Point Study Sequence), CA is a primary component of the Outage Evaluation (OE) functionality. OE is used for processing outages that require approvals.  It models and simulates the ERCOT power system during the times covered by the requested outages, and will support the user (the Scheduler) in the task of approving or denying the requested outages. 

CA is also used as a component of Voltage Support Services, under the control of STNET (Single Time Point Study Sequence). 

3.35.3. Inputs & Sources

Study Mode

· Power flow Solution (basecase)

· Contingency Database (definitions)

· Remedial Action Schemes (RAS), Dynamic Remedial Action Plans (DRAP),  Load Rollover Schemes, and Special Protection Schemes (SPS)

Real-time mode

· State Estimator Solution (basecase)

· Contingency Database (definitions)

· Remedial Action Schemes (RAS), Dynamic Remedial Action Plans (DRAP),  Load Rollover Schemes, and Special Protection Schemes (SPS)

3.35.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.35.5. Outputs & Targets

Output to EMS applications

· Alarms – a generic alarm will be issued indicating that contingency violations exist.  It is then up to the operator to navigate to the Contingency Violations displays to review the potential overloads.

Output to Market Information System (MIS) Secure Area

· All real time contingency violations 

· All the real time constraints flagged as inaccurate or inappropriate by Operator 

· All the real time constraints activated by Operator in Transmission Constraint Management (TCM) to be used by SCED 

CA comes with a set of standard displays, including:

· Interactive definition of contingencies:

· List of contingencies with the component(s) that will be taken out of service

· Definition of coefficients to reallocate power lost by a generator outage

· Definition of the thresholds of line flows, voltage deviations, and bus angle separations to be utilized for categorizing contingencies as potentially harmful or definitely harmless

· Definition of the threshold percentages of limits at which limit violation messages will be generated for branch flow limits, generator for limits and voltage magnitude limits

· A full complement of maintenance displays 

· Summary of screening results:

· Selection controls and parameters

· The list of contingencies to proceed to full processing as determined by selection screening subsystems

· Screening violation summary

· harmful contingency and violation displays are provided for flow limit, voltage limit and angle pair difference limit violations; they include:

· A list of all contingencies causing limit violations together with the monitored elements in violation ordered by type and severity. 

· A list (ordered by severity of worst violation) of all contingencies, which cause branch flow limit violations.

· Navigation to view historical violations. 

· A list of limit violations (ordered by type and then by severity) of all the contingencies causing the element to be violated.  Also included in this display is the time at which the monitored element-contingency pair first became a violation and the time at which the violation was worst.

· A list of the history of violations.  When a monitored element-contingency pair no longer causes a violation, its history is taken from the above list and put into this list.

In Outage Evaluation studies, all contingency branch flow violations found by CA are passed to SENH, which will devise MW generation changes to correct those violations. Also in OE, all contingency violations will be displayed for viewing by the user. 

In Voltage Support Services studies, all contingency voltage violations found by CA are passed to SENH, which will devise control changes to correct those violations. 

3.36. SENH – Security Enhancement

3.36.1. Traceability to Requirement(s)

VS-FR1, VS-FR2, VS-FR3, VS-FR4, VS-FR5, VS-FR6, VS-FR8, VS-FR9, VS-FR10, VS-FR11, VS-FR12, VS-FR13, VS-FR14, VS-FR15, OS-FR7, OS-FR9.

3.36.2. Introduction

The Security Enhancement application runs through a set of optimization algorithms that recommend operator actions for moving the system to the most secure and efficient operating point given the specified constraints. It includes Constrained Dispatch, Contingency Planning, and Preventive Action. The application runs in the real-time and study environments.

For the ERCOT project the EMP 2.3 release will be used and various customizations and modifications to the optimization algorithms made to support Texas Nodal EMS Texas Requirements Specification for Voltage Support document.  These customizations are documented in the AREVA issued Voltage Support Services Delta Design Note (DDN) document. 
This is the AREVA application which will have multiple instances. This application will cover requirements of EMS components including Voltage Support Services and Dynamic RAP functionalities as described below.
Voltage Support Services (VSS) is the name given to a logical component within the Security Enhancement application whose purpose is to recommend control changes that correct voltage problems.  The voltage problems to be corrected can exist in the basecase state and/or in a contingent state.  For voltage problems in the basecase state, control changes in the basecase will be recommended.  For voltage problems caused by a contingency, the control recommendations may be either preventative (for implementation in the basecase state) or corrective (for implementation following the relevant contingency), or a combination of the two.  Preventative recommendations are preferred over corrective recommendations, where possible. 

This functionality will be supported in both the real-time environment and the study environment.  Basecase voltage problems will be monitored by the State Estimator (real-time environment), or by a study powerflow solution (study environment). Voltage problems caused by contingencies are monitored by Contingency Analysis, which runs in both real-time and study environments. 

Under the control of SMTNET (the Multi Time Point Study Sequence), SENH is a primary component of the Outage Evaluation (OE) functionality. OE is used for processing outages that require approvals.  It models and simulates the ERCOT power system during the times covered by the requested outages, and will support the user (the Scheduler) in the task of approving or denying the requested outages.  

The Security Enhancement application is valuable tool to ERCOT in that it can recommend reactive device switching to minimize the dependence on generation-supplied reactive resources.  

The Dynamic Remedial Action Plan (DRAP) application is a second instance of SENH, different from the VSS. DRAP will execute as part of the real-time network sequence and receive its network state and violations from the RTCA application. Unlike VSS, which enforces voltage constraints only, DRAP will enforce transmission branch constraints and move unit MW controls to enforce those constraints.  DRAP attempts to find a valid post-contingent remedial plan for every contingency branch overload and when successful, it will inform the TCM application that a dynamic remedial action plan exists for a given contingency constraint.  

3.36.3. Inputs & Sources

Study Mode

· Power flow Solution 

· including voltage violations

Real-time mode

· State Estimator Solution

· including voltage violations

Real-time or study following Contingency Analysis

· Contingency Case (base case and contingency definitions)

· Post-Contingency Voltage Violations

3.36.4. Processing

The Voltage Support Services (VSS) logical component uses a power flow solution algorithm and an LP optimization approach to determine the control recommendations.  Artificial costs are imposed on this process to influence the selection of controls, and to minimize the number of recommended control changes. 

In Outage Evaluation (OE) studies, OE calls SENH to recommend MW generation changes to correct basecase or contingency branch flow violations. OE also has the capability to calculate an expected cost of production with all outages accommodated, and will provide sensitivities of this cost to each of the planned outages.  For cases in which overloads can not be avoided with all the requested outages being accommodated, OE determines sensitivities of flow violations to the outages. If OE finds a secure state, but the cost is exorbitant, OE will produce sensitivities of the cost to the outages. 

3.36.5. Outputs & Targets

Voltage Support Services Outputs to Market Information System (MIS) Secure Area

· Voltage Profile set points (KV)

· on/off status of reactive devices

· LTC tap positions

Voltage Support Services Outputs to Control Actions Archive

· List of control actions generated by VSS
Voltage Support Services Output Displays 

· List of Corrective Actions for the base case

· List of Preventive Actions considering base case and all contingency violations simultaneously.

· A composite display showing a summary of all Corrective and Preventive Action plans

3.37. Dynamic Stability Analysis

e‑terratransmission’s real-time analysis includes dynamic stability analysis: voltage security assessment VSAT, and transient security assessment TSAT.

The DSA PowerTools™ provided by Powertech Labs Inc are integrated into the real-time and study network sequences. These tools are leading edge analysis tools for both online and off-line dynamic security assessment of power systems.

In the online mode, a snapshot of the system condition is provided to the applications from the state estimator and is supplemented with other data such as contingencies, generator dynamic data, and program control information. 

VSAT and TSAT then perform detailed computations and present the results:

· Critical contingencies, 

· Criteria violations, and 

· Power transfer limits. 

VSAT and TSAT are highly automated and can assess a large number of scenarios and contingencies, for large power system models.  

The computations are scenario based.  Each scenario is defined by: 

· A base powerflow condition and the associated dynamic models, 

· A set of contingencies, 

· A set of criteria, 

· An optional power transfer, and 

· Solution parameters.  

This allows a large number of system conditions and contingencies to be defined and automatically analyzed.

This allows a large number of system conditions and contingencies to be defined and automatically analyzed. VSAT and TSAT can perform two main classes of analysis:

· Base Case Analysis:  The present system condition obtained from the state estimator is analyzed to determine system security under any number of contingencies.  The system is deemed to be insecure if any operating criteria are violated or if the system is found to be unstable.   A wide variety of criteria can be specified including criteria for transient stability, voltage decline, thermal overloading, transient voltage or frequency rise/dips, and system damping.  

· Power Transfer Analysis: A power transfer, defined in terms of a set of sources and sinks, is applied to the base case and its security limit is determined.  The transfer is made in a step-wise fashion, and contingencies are applied at each step.  The software automatically determines the power transfer security limit; the highest transfer at which the system remains stable and exhibits no criteria violations.  The limits computed collectively by VSAT and TSAT determine the Total Transfer Capability (TTC) of various flowgates in the system. The security limits can be found for any number of defined power transfers.  

3.38. Voltage Stability Analysis (VSAT)

3.38.1. Traceability to Requirement(s)

SA-FR2, SA-FR6, SA-FR7

3.38.2. Introduction

This function analyzes certain bulk power transfer scenarios to detect voltage stability problems.  Any resulting stability limits on the power transfer will be converted to MW flow based constraints.  Voltage Stability along with Transient Stability analysis runs in a real-time cycle (once every hour) and for look-ahead studies. As a result of the analysis, MW and KV “generic” constraints on transmission and resources induced by voltage and transient stability are determined. 

In the on-line application, VSAT determines the security of the current system state (as obtained from the state estimator) and forecasted future states (such as hour-ahead) for a large number of contingencies (including simulation of SPS ).    In addition, it computes voltage security and thermal limits of any given number of power transfers.  

VSAT uses a specialized powerflow solver designed to handle large complex systems and a high number of contingencies. Its main features are:

·  Advanced modeling capabilities and solution methods

· AGC and Governor Response options for contingency solution

3.38.3. Inputs & Sources

· Output of State Estimator

· User defined security criteria which may include

· Voltage stability margin
· Voltage limits
· Reactive reserve limits

· Thermal limits
3.38.4. Processing

VSAT finds the voltage security limit of any number of specified one-dimensional transfers (defined in terms of one source and one sink) and two-dimensional transfers (three sources/sinks).  Each source or sink may be defined as any combination of load and generation groups.

To reduce the number of contingencies to be fully analyzed, VSAT uses a special powerflow-based contingency screening method to select a number of critical contingencies from the full list. The main features of contingency screening are:

· The method accounts for all non-linearities (does not use inaccurate linearized indices or interpolated trajectories)

· Always accurately classifies the contingencies based on their true voltage stability margin

· Screening is based on specified power transfer for each scenario

· SPS is included during contingency screening

3.38.5. Outputs & Targets

VSAT displays the limit of each transfer, which contingency is the limiting one, and which criteria will be violated under that contingency.

The output analysis function is a graphical tool for managing, viewing and plotting the results of VSAT. It displays all reports and outputs of each scenario.  The monitored variables (PV curves, Interface flows, MVAR reserves, etc.) of scenarios can be plotted in various combinations, and,

· All aspects of the plots (legend, title, axis, etc.) are customizable

· The plots and their underlying data can be copied to the pasteboard and other documents

· The plots can be printed in various layouts

3.39. Transient Stability Analysis (TSAT)

3.39.1. Traceability to Requirement(s)

SA-FR3, SA-FR6, SA-FR7

3.39.2. Introduction

Transient Stability Analysis – This function performs transient stability analysis and provides MW flow based constraints to Transmission Constraint Manager.  Transient Stability analysis runs in a real-time cycle (once every hour) and for look-ahead studies. As a result of the analysis, MW and KV “generic” constraints on transmission and resources induced by transient stability are determined.

TSAT can assess the security of a power system based on the following:

· Transient stability: A transient stability index is provided with a choice of computation algorithm.

· Small-signal stability: The minimum damping of the dominant rotor angle oscillation in the system is computed.

· Transient voltage stability: Voltage violations during simulations are captured with custom under-voltage and over-voltage criteria.

· Frequency stability: Frequency violations are identified for a specified lower/upper range and rate of change limit.

· Relay margin: Margins to relay operation on all monitored lines re computed.

All contingencies can be ranked using any of the indices for scanning of large number of contingencies.  Contingency analysis within the TSAT application simulates SPS.

TSAT can help determine the stability limit for power transfer across an interface:

· Very flexible power transfer definition, based on the source-sink concept.

· Different stability limit search strategies including manual, binary, and fully automatic.

· Built-in powerflow dispatcher and solver.

· Determination of the maximum transfer capability on an interface, based on any or a combination of all available security indices.

3.39.3. Inputs & Sources

Output of State Estimator

TSAT model for conventional transient and extended term dynamic simulations:

· Two-axis generator models of up to 6th order.

· All standard IEEE models for generator excitation and speed controls.

· User-defined control models.

· HVDC and FACTS models.

· Relay models.

· Static and dynamic load models.

· Models for extended term dynamic simulations such as overexcitation limiters, under-load tap changer, and Special Protection System (SPS).

Contingency types to be simulated in TSAT, including

· All types of balanced and unbalanced faults at buses or on transmission lines.

· Three-phase or single-phase breaker reclosure.

· Network configuration changes.

· Generator tripping and operating condition changes.

· Load shedding and restoration.

· Pre-simulation line outages and system dispatches.

· Conditional contingencies.

3.39.4. Processing

TSAT is built on two main technologies:

· A state-of-the art nonlinear time-domain simulation engine that gives detailed trajectory of a power system during a transient period.  The engine works with TSAT’s extensive model library which contains detailed models for all types of dynamic devices. 

· A security assessment module that performs comprehensive evaluation for the system security, including transient stability, small-signal stability, dynamic voltage stability, and frequency stability.

3.39.5. Outputs & Targets

TSAT provides the following output analysis:

· Different levels of details for examining base case and transaction analysis results.

· Plotting module for extensive studies of simulations.

· Highly customizable x-t and x-y plots.

· Batch plotting capability.

· Data and graphics importing/exporting facilities (ASCII text, MS Office, and Postscript).

· Study tools such as response analysis, case comparison, and detailed Prony analysis.

3.40. PF Power flow

3.40.1. Traceability to Requirement(s)

SA-FR1, SA-FR19, SA-FR20, SA-FR23, OS-FR3.

3.40.2. Introduction

Power flow is used as an engine for Contingency Analysis. It can also be used by the dispatcher or analyst to test the effects of hypothetical changes on the steady state power network.
The Study Power Flow function allows operators and operation planners to study the steady-state operation of the power network under postulated conditions. Changes in the network topology can be made by changing the status of circuit breakers on one-line diagrams. Results of Power Flow analysis are displayed on one-line diagrams and in tabular form.  

Under the control of SMTNET (the Multi Time Point Study Sequence), the Power Flow is a primary component of the Outage Evaluation (OE) functionality. OE is used for processing outages that require approvals.  It models and simulates the ERCOT power system during the times covered by the requested outages, and will support the user (the Scheduler) in the task of approving or denying the requested outages. The Power Flow is used within OE to solve the basecase of each studied time point in the OE sequence, and to monitor for basecase branch flow violations. 

3.40.3. Inputs & Sources

The Study Power Flow model can be initialized from real-time conditions or from a savecase (archive file). Breaker statuses can be initialized to real-time, normal, or scheduled conditions. Loads can be initialized to real-time conditions, or can be scheduled using the Bus Load Forecast function.

For simulating conditions at a specific time, circuit breaker statuses, unit MW, load forecast, area interchanges, voltage regulation, and phase-shifter MW regulation can all be determined from schedules.
3.40.4. Processing

The Power Flow solution is calculated using the Newton Raphson method to solve the power flow equations. The form of the power flow equations is generalized to include equations for area interchange controls, proportional distribution of reactive power among units, and the real and reactive power balance equations for each bus.

Outage Evaluation (OE) relies on running, manually or automatically, a sequence of power flow type studies to determine if any of the requested outages places ERCOT into an insecure operating state. The Power Flow is called within OE to solve the basecase at each time point in the OE sequence, and to monitor for basecase branch flow violations. Because the production cost must be calculated for two different scenarios (1-approved outages only; 2-approved and proposed outages), the power flow must be solved for both scenarios at each time point. 

3.40.5. Outputs & Targets

Results of Power Flow analysis are displayed on one-line diagrams and in tabular form.  This is true for all solution states, converged or not.  The values shown for a non-converged solution are those from the last iteration of the solution processing.  

The results can be used to initialize other Network Analysis study functions.

3.41. Transmission Constraint Management (TCM)

3.41.1. Traceability to Requirement(s)

SA-FR2, SA-FR3, SA-FR6,  SA-FR7, SA-FR8, SA-FR11, SA-FR12, SA-FR13,  SA-FR14, SA-FR17, SA‑FR18, SA-FR21 & SA-FR22.

3.41.2. Introduction

The Transmission Constraint Management (TCM) application is a funciton for monitoring and controlling real-time & stability constraints by the ERCOT Operator.. It also receives sensitivities (shift factors) computed by the NETSENS engine running within the RTCA application. The shift factors reflect the impact of controls (resources/loads) that are dispatchable by market clearing engines like SCED on the constraint flows.

Constraints are nothing more than violations on transmission elements: line segments, transformers, zero impedance branches, and interfaces. A constraint can be a basecase constraint i.e. there is no associated contingency, or it can be a contingency constraint i.e. the violation was caused by the outage of a contingent element. The TCM application provides a centralized place for processing constraints from several real-time and study applications and allows for operator activation of reported constraints so that an engine like SCED may try and redispatch generation to alleviate the activated constraint(s).
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Figure 20: Transmission Constraint Management (TCM)
3.41.3. Inputs & Sources

TCM will be a repository for constraints from the following sources

· Real-time basecase constraints from RTCA.

· Stability interface constraints from Voltage Stability Assessment (VSA) and Transient Stability Assessment (TSA) applications.

· Study constraints generated from the Study Network Analysis (STNET) application.

· Shift factors for constraints from the network sensitivity (NETSENS) engine running in the RTCA and STNET applications. The shift factors computed by NETSENS in RTCA will be for both real-time constraints generated during the RTCA run and for stability constraints reported by VSA/TSA to the TCM application. Shift factors will be computed for branch constraints of type line (LNLIM), zero-impedance branch (ZBLIM), transformer (XFLIM) and interfaces (INTRFC) which have MW monitoring enabled.

· Generic Constraints, Both Real-Time and Study

3.41.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.41.5. Output & Targets

TCM will have the following outputs:

· Active constraints and their shift factors will be provided to the SCED application.

· TCM will have the following interface to DRAP: For every contingency that has violations, a process will be used to determine whether a dynamic remedial action plan (DRAP) exists for alleviating all the violations. If so, color coding in TCM will enable the market operator to distinguish those violations for which a DRAP exists.

· TCM will have an interface to MIS to post constraint information.

TCM has the following main displays:

· Study Constraints Display – This display shows all the input constraints deemed to be under review or study, the constraint flows and limits. Constraints can be activated or their status changed to inaccurate/under review etc from this display. Clicking on the constraint contingency ID brings up the constraint sensitivity display which shows all controls that have a significant shift factor with respect to the constraint flow.

· Active Constraints Display – This display shows all the activated constraints, the constraint flows and limits. When a study constraint is activated, it creates a corresponding active constraint and generates a raw file containing information on the activated constraint and its associated sensitivities for use by the market SCED engine. Clicking on the constraint contingency ID brings up the constraint sensitivity display which shows all controls that have a significant shift factor with respect to the constraint flow.


3.42. USER INTERFACE

The user interface of e-terraplatform is e-terrabrowser; it is a powerful user interface designed for real-time systems while maintaining a familiar Windows look-and-feel. e-terrabrowser provides all the features expected from control room operators, like multiple viewports, pop-up , pull-down menus, multiple fonts, efficient panning and zooming, support ActiveX controls, scripting, etc. It is designed with the latest technology, including web services, and provides the best integration with the Windows environment.

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

The main functions provided by the User Interface subsystem are:

· Display Navigation

· Online and Context Sensitive Help

· Trending

· Display Editing

The following sections describe each of these functions.

3.43. Display Navigation

3.43.1. Traceability to Requirement(s)

EMS-SR62.

3.43.2. Introduction

An operator who wishes to view a display uses the e-terrabrowser Client software, or a standard web browser to load the compiled display document into a browser window, just as he would retrieve an HTML web page, Microsoft Word® document, or any other browser-accessible file type

Once the operator calls a display into the e-terrabrowser client, he has numerous interactive tools with which to navigate between displays or modify the view of the current display.

3.43.3. Processing

This section lists the main display navigation capabilities of e-terrabrowser.

· Navigation Aids:

· Display directory: display are listed in hierarchical directories.

· Menu bars: each display can be associated to a particular menu bar, presenting first the most common displays that can be called from the current display.
· Smart toolbars: toolbars are configured on a per application basis, with toolbar items appearing/disappearing based on the current display application. Toolbar are modeled internally using XML formatted file.

· Smart tool tips: A tool tip is a small popup window that appears when the cursor hovers over a location. e-terrabrowser allows a tool tip to be associated with any visible object on a display. It can contain any combination of static text, proxy strings, and database fields.
· Pop-up windows: those are separate windows which are temporarily presented to the operator and enable him to enter data, send commands and/or provide additional information such as the navigation window which represents a high level perspective of a large display;

· Poke-points: by clicking on a poke-point, the operator has the capability to call another display, that will whether replace the current display or being placed in another location of the monitors, or launch a particular action;

· Paging: within tabular displays that may contain several pages, specific buttons allow for going to the previous page or to the next page of that particular display;

· Finding specific display page: through a dedicated text entry, the operator can specify a particular access key (such as substation name) to allow rapid call-up of the particular display, or rapid positioning to the corresponding page number;

· Previous display facility: through dedicated action on the menu bar or on the toolbar (previous/next arrows), it is possible to call back the previous displays showed in the selected window;
· Rubber band selection capability: on a large geographical world map, the operator has the capability to define an area which can be used as a navigator window;

· Highlight command: highlights all of the enterable fields on the display. Optional parameters allow highlighting all of the existing menus, pop-up pictures and poke-points as well.

· Zooming, Panning and filtering:

· Zoom with declutter: As you zoom, details can be added or removed from the display.  Which details will appear or disappear at certain zoom levels is established in the display definition.  e-terrabrowser supports 32 declutter levels per display.

· Layer addition and removal: Display layers give you the ability to selectively show one or more cross-sections of display data in a manner similar to overhead transparencies.  Layers provide an additional decluttering mechanism, and can simplify the display design process.  They also provide an easy way to toggle between alternate views of the same or related data;

· Pop-up pictures: An alternative method of showing information is to use pop-up pictures.  e-terrabrowser creates a special picture dialog and associates it with the viewport that issued the pop-up request.  The pop-up picture is then painted inside of this dialog just like a regular display.  Pop-up pictures provide a means for building custom interactive controls, or for simply offering more information. 

· Filtering: Use the power of the filter commands including the ability to filter on fields not used on the display and the ability to filter non-hierarchically (i.e. if a parent record fails the filter test, descendant records may still appear on the display)

· Scroll Bar Panning: The operator can navigate through any display using the horizontal and vertical scrolling bars. Panning can be achieved by clicking on the direction buttons on each respective scrolling bar for incremental steps. Panning can also be achieved by grabbing the scroll bar and moving it to the desired location;

· Cursor Driven Panning: This navigation facility is handled by positioning the mouse cursor at the display center and then pressing the defined mouse button. Moving the mouse cursor in any direction from the display center will cause navigation on the selected direction. The panning speed is proportional to the distance between the mouse cursor and the display center. 

· Position and find command: Allow users to quickly locate specific records within large tabular lists.  These are for positioning to a specific record occurrence by subscript, or finding a record based on knowing its keys

· Overview Window: The overview window is another navigation facility, which can be used along with panning for very large displays such as world-map. Within each display the operator can call a navigation window which contains a reduced version of the entire master display. A navigation square on the navigation window represents the area currently displayed. 

The figure below shows some of the navigation aids available with e-terrabrowser:
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Figure 22: e-terrabrowser - Navigation
3.44. Online and Context Sensitive Help

3.44.1. Traceability to Requirement(s)

SCD-SR5, EMS-SR64.

3.44.2. Introduction

Online help facility is provided for any of the real-time, study or training environments, for all applications delivered within e-terraplatform. The Online help includes:

· Context Sensitive Help (CSH) for the e‑terrabrowser User Interface, 
· Online User Documentation
3.44.3. Processing

Context Sensitive Help (CSH) provides “display” and “task” level help for each e-terrabrowser display:

· Selecting display-level help provides the user with a detailed description of the current display in the viewport. This includes a description of fields and task buttons on the display.
· Selecting task-level help provides the user with a list of tasks that the display is used to accomplish. By selecting the desired task from the list, the user is positioned to a detailed description of that task.

The help information appears in a separate window in response to an operator action and is specific to the display currently being viewed.

Online user documentation allows the operator to access user and reference information easily and quickly, without having to search through large paper manuals.

Online documents are organized in the same way as paper versions: Chapter, section, and figure numbering are identical to the paper versions, making referencing between the two simple and straightforward.

Documents are organized into product libraries for easy installation and access. The operator can simply access to a specific document, chapter, and section by topic. Online documentation is designed so that each section is a topic in the Table of Contents. This eliminates the need to page through entire documents to find desired Information. Documentation makes extensive use of cross-references to aid in navigation and to Information. Furthermore, hypertext jumps are supported throughout the online documentation

The figure below shows an example of context sensitive help for the display “Generation Area Status”:
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Figure 23: Context Sensitive help

3.45. Trending

3.45.1. Traceability to Requirement(s)

None.

3.45.2. Introduction

The Trend function is used to graphically present values in the power system. Any database value can be sampled and retained for trending on monitors. No special hardware is required for monitor trending, allowing trending to be available at any operator console in the system.

3.45.3. Inputs & Sources

e-terrabrowser ‘s trending can get its data from different types of sources, namely the host database as well as SCADA front-ends.  The choice of which type of data source will be used is done at the trace level. This means the traces with data coming from one source can coexist on the same chart with traces getting their data from another source.

3.45.4. Processing

e-terrabrowser’s trending provides the mechanism to create and view “virtual” strip chart recorders.  It re-creates a physical strip chart recorder in a computer service.  Hovering the mouse over a trace at any position will show the data and time and the value of the point at that position.

To open a trending pane, the operator clicks the Trend button on the standard toolbar. The portion of the viewport window used by trend chart can be increased or decreased or it can be maximized to occupy the whole window.

e-terrabrowser’s trending provides many flexible means to change the trending layout on-line: view scale, text position, scroll direction, add/remove a point, color of curves / background / indicator / limits / time range / style / font, etc. The figure below shows the configuration panel for e-terrabrowser’s trending.
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Figure 24: e-terrabrowser’s trending – Configuration Panel
A chart is a separate display region where incoming data is graphically displayed. e-terrabrowser’s trending can display from one up to sixty charts and each chart can display up to sixteen traces. Each chart contains the following elements: 

· Traces: the actual curves associated to the points being trended 

· Point names and current value 

· Scale lines and scale values 

· Time lines and time values 

Traces are traditional two-dimensional graphs of two variables, such as the plot of one variable value vs. time as shown in the figure below:
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Figure 25: e-terrabrowser’s trending – Example of a Chart
3.45.5. Outputs & Targets

e-terrabrowser’s trending can display the trends to a computer screen, video display device, or projection screens.

3.46. Display Editing

3.46.1. Traceability to Requirement(s)

None.

3.46.2. Introduction

The e-terrabrowser Display Builder is an interactive, Windows-based WYSIWYG (What You See Is What You Get) graphics and data-linkage editor that allows display designers to create, modify, test, debug, and deploy full graphic displays.

3.46.3. Inputs & Sources

The definitions of displays are stored in ASCII files.  These files contain the definitions of all the display information formatted in e‑terrabrowser’s Display Definition Language (DDL).  DDL is a documented, structured language for defining the objects that make up displays.  The syntax is patterned after high-level programming language structure definitions. The DDL files provide an easy mechanism for transporting, maintaining, and updating display, picture, and element definitions.

3.46.4. Processing

The e-terrabrowser Display Builder editor allows the user to interact graphically with the components being defined.  When working in the editor, the user can use the mouse and mouse buttons to position objects, move them to new locations, duplicate them, or perform a number of other interactive procedures.  Working in the editor is similar to most commercial drawing packages. The figure below shows e-terrabrowser Display Builder Editor.
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Figure 26: e-terrabrowser’s Display Builder Editor
Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.46.5. Outputs & Targets

Once the displays have been compiled by the user, the displays can be propagated on the Web Server(s) and become available for e-terrabrowser clients. The update of the displays is transparent to the operators using e‑terrabrowser clients.

3.47. Alarm Sub-System

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

The main functions provided by Alarm are:

· Events and Alarms

· Alarm Displays

· Alarm Modeling

· Alarm Viewer

· Alarm Permissions

· Log Manager

3.48. ALARM Events

3.48.1. Traceability to Requirement(s)

EMS-SR11

3.48.2. Introduction

An event is any change in the state of the system (control or power) that can be distinguished by the software.  A message is issued for each event.  In general, all events are recorded in the database and may be set to a printer.  

Alarms are the subset of events that must be dealt with by a person.  The alarm utility allows the Administrator to modify which events are considered important enough to deal with.  Events that generate alarms have attributes such as priority, who can view and acknowledge them, whether or not they cause a tone to sound, and so on.  They are grouped into categories.  A category is a group of alarms that are dealt with operationally in the same way.

3.48.3. Inputs & Sources

· Object (type + handle)

· Time

· Exception

· Category

· Location

· Permission key

· Options

· Formatting Data

3.48.4. Processing

The processing can be separated into two categories

1. Alarm clients notify ALARM of events occurring in the system.  The ALARM API sends these events to the Alarm server.  Each event is processed based on the attributes specified with the event and the information available in the Alarm database for the object/exception definition related to the event.  Processing of an event may result in an alarm, which in turn may require a notification to the operator.  The notification can optionally include audible alarms and visual indicators.  The notification is sent to some number of users based upon the user’s permissions (as defined by a permission application).  In addition to this notification, the Alarm server may insert each event in one or more logs.

2. Users can acknowledge and delete alarms using displays.  The acknowledgment request may go directly to ALARM or may be received by an application that uses the ALARM API to perform acknowledgement.  Also, some clients require that they be informed of acknowledgment operations, since they may maintain their own list of exceptions based on an abnormal and/or an unacknowledged state.  In this case, the notification of the acknowledgement is passed to the ALARM API in the client’s process.

3.48.5. Outputs & Sources

· Audible Notifications

· Visual Notifications

· Logging

3.49. ALARM Displays

3.49.1. Traceability to Requirement(s)

EMS-SR65

3.49.2. Introduction

Customizable alarms keep the operator informed of important events.  Displays are available to see alarm activity at a glance.  Alarms are managed at the host level so that a given alarm is shown on every operator display that contains the object subject to the alarm conditions.

The following features allow more advanced querying and filtering of alarms:

· Filtering of alarms using a string search

· Grouping of alarms

· Visual access to the related alarms from any alarms

· Properties pop-up dialog showing all alarm attributes

The main benefit of these features is the capability to configure alarms in hierarchical dependency which reflects the network characteristics or the operation procedures in place.  Less alarms need to be displayed individually with the capability to group and relate dependent alarms to primary alarms.  
3.49.3. Inputs & Sources

Inputs to the Alarm Display function are Events.

3.49.4. Processing

An application that detects an event may use ALARM to bring the event to the operator’s attention.  An event is usually printed and archived by the ALARM application and may be considered as an alarm.  An audible and/or visual indicator is used to report the alarm to the operator.  An alarm requires operator acknowledgment and/or deletion. 

Each event is typically associated with a database object.  Each event is also posted with a set of attributes that are used by the ALARM application to process it according to these attributes, and the modeling information stored in a database.

System events and alarms are visible on the Alarm Log Display, Alarm Summary, and Alarm Synopsis display.

3.49.5. Outputs & Sources

Events and alarms displayed in a real-time fashion.

3.50. ALARM Modeling

3.50.1. Traceability to Requirement(s)

EMS-SR66

3.50.2. Introduction

Two different databases are used to support the alarm function: Alarm application information is stored in the ALARM database and the ALARMLST database contains the alarms lists at run-time.  Customization of ALARM behavior is done with the modeling via the ALARM database.

When ALARM is configured for a given site, its database must be defined to reflect the site configuration and to obtain the desired behavior during the alarming of significant events. It is fairly common for system managers to update their Alarm modeling in order to satisfy operator requests (i.e., auto-delete or multiple acknowledgment features) or to deal with hardware modifications such as new printers). 

3.50.3. Inputs & Sources

· Customer Requirements

· Physical System Layout

· Behaviour Specifications

· Operational Requirements

3.50.4. Processing

The modeling process starts with requirements relating to the system, behavior and needs of the operators.  AREVA and ERCOT will work together to translate these requirements into a customized alarm database capable of behaving in a suitable manner.

The following will be modeled as part of these behaviour,system, and operation requirements:

· Category attribute for each alarm to group alarms that are similar in nature

· Priority attribute for each category of alarms

· Alarm destination display or page

· Alarm location indicating the location of the vent in the grid

· Query and sort features

It is fairly common for system managers to update their alarm modeling in order to satisfy operator requests (i.e., auto-delete or multiple acknowledgment features) or to deal with hardware modifications (i.e., new printers). 

3.50.5. Outputs & Sources

All the modeling information used by the ALARM application is stored in the ALARM database. When ALARM is configured for a given site, its database reflects the site configuration and the desired behavior during the alarming of significant events 

3.51. Alarm Viewer

3.51.1. Traceability to Requirement(s)

EMS-SR65, EMS-SR66

3.51.2. Introduction

The Alarm Viewer is an application embedded within the graphical user interface of Areva’s e-terrabrowser. Alarm Viewer interacts with the ALARM application, accessing event information from ALARM’s real-time database as well as the ALARM-produced archive files.

3.51.3. Inputs & Sources

Real-time Alarms and Events

Archived Alarms and Events

User queries

3.51.4. Processing

Alarms and events are stored in both the ALARM real-time database and ALARM-produced archive files.  Using Alarm Viewer the user can execute queries against both archived and real-time alarms and events to better analyze network areas or components that generate alarms. Queries can specify the time frame (how far in the past) for when the alarm should be retrieved. Search and filtering using an advanced query builder are available. Fields such as Event Time, Alarm Text, Priority, Location, Category, Log can be used for filtering purposes.

3.51.5. Outputs & Sources

Query results in viewable organized format.

3.52. ALARM Permissions 

3.52.1. Traceability to Requirement(s)

EMS-SR65, EMS-SR66

3.52.2. Introduction

The permissions subsystem provides a means to limit the access to information and to critical system procedure.  Read, Write, Execute, and Audible permissions are established.

3.52.3. Inputs & Sources

Permissions are based on

· Console Applications

· Permission Areas

3.52.4. Processing

Permission processing id one based on two mechanisms.  The two mechanisms for granting access are 1) console applications and 2) permission areas.  A console is an operator station that may consist of multiple monitors, each of which can display multiple windows.

A permission area is a name (arbitrary text string identifier) that identifies one or more displays, pieces of equipment, or other database entities.  For example, a permission area named East may be associated with a particular device.  When an alarm occurs based on an event from this device, the system check to see if the target console has read permission for the East area class.  If not, it prevents the operator from seeing the Alarm or event.

The permission service uses the family name of an application to determine which database instance is being accessed.

3.52.5. Outputs & Sources

Permissions output limited or filtered system information available to the operator based on that users or workstation credentials.

3.53. High Availability Sub-system
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Figure 28: High Availability Subsystem

The Nodal EMS supports High Availability of its applications, hardware, and peripheral devices.  This is supported by the Trio of “Real-Time Control Center Environment” RCSE applications of Process Manager, Configuration Manager, and Memory Replication Services.

3.54. Process Manager

3.54.1. Traceability to Requirement(s)

EMS-SR45

3.54.2. Introduction

Procman is the subsystem within e-terrahabitat that is responsible for managing a collection of tasks. Management in this context includes:

· Starting up tasks as needed.

· Sequencing the startup of tasks.

· Dealing with task failures.

· Sequencing work amongst several tasks.

· Orderly shutdown of tasks.

All of the information needed to do task management is modeled in a database so that it can be extended and changed without requiring code changes in the applications that are being managed.
Based on the model in the PROCMAN database and the dynamic behavior of the system as a whole, PROCMAN can make decisions as to which nodes should be executed when and in what order.  It also supports schedules so you can cause a particular node to be executed at a periodic interval - say every 2 seconds or once per day at midnight.

PROCMAN supports an API that allows application tasks to receive and process node execution requests, and allows tasks to programmatically change PROCMAN flags and schedules.

3.54.3.  Inputs & Sources

PROCMAN database, This includes the tasks, schedules, sequence information, and flags.

3.54.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.54.5. Outputs & Sources

PROCMAN displays

PROCMAN flags that can be used for inter process communication.

Task startup, restart, or shutdown

Issue alarms for task failures and restarts

3.55. Configuration Manager

3.55.1. Traceability to Requirement(s)

EMS-SR37, EMS-SR38, EMS-SR41, EMS-SR42, EMS-SR43, EMS-SR44, EMS-SR45, EMS-SR46, EMS-SR47, EMS-SR51, EMS-SR52, EMS-SR53, EMS-SR54, EMS-SR55, EMS-SR56

3.55.2. Introduction

System monitoring within the Nodal EMS is collectively handled by the Configuration Management application.  Configuration Manager is a software subsystem that is integrated with e-terrahabitat to contribute to a highly reliable, fault-tolerant, and manageable configuration.

The primary duties of Configuration Manager are to:

· Monitor software and hardware.

· Assign roles (enabled, disabled, or standby) to software components.

· Recover from failed software components.

· Recover systems from failed critical hardware components.

· Alarm and report significant events detected by Configuration Manager.

· Provide the operator with the ability to monitor and control the configuration.

3.55.3. Inputs & Sources

Model of control system applications and hardware

Each application reports its status to Configuration Manager

By modeling the control system applications and hardware, Configuration Manager decides which system in a redundant environment can take on various roles (enabled, standby, or disabled).  The input received by Configuration Manager's monitoring of system software and hardware contribute to the decision as to which system will take on the enabled role.  Configuration Manager's model defines many different objects.  These objects are systems, application sets, processes, pagefiles, ports, port sets, disks, file systems, equipment, devices, and task sets.  Each of these objects can contribute to the availability of a given system.  The relationship of these components to one another and how their availability impacts the availability of the EMS is dependent on how the Configuration Manager database is modeled.

3.55.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.55.5. Outputs & Sources

Application Role assignments

Decision to Failover the application set to another host CPU

Status and availability updates to a dashboard site/system overview display of EMS Hardware and software components 

Issue alarms for failures and recoveries

3.56. Memory Replication Services

3.56.1. Traceability to Requirement(s)

EMS-SR35, EMS-SR54, EMS-SR55, EMS-SR56
3.56.2. Introduction

The Nodal EMS system within one site (intra-site) consists of two primary hosts.  Each host runs an identical set of software, with one system being the operational (or enabled) host, and the other idle, but available to become operational (or standby) host.  In order for the standby host to be immediately ready to take operational control of the system, the data in key databases must be synchronized with the enabled host.  e‑terrahabitat provides a subsystem, called the Memory Replication Service, or MRS, to handle keeping the databases on the two machines synchronized.

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.
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Figure 29: DATA recovery to Standby Host and Emergency Backup Site

MRS will also synchronize databases across sites--from a primary site to an emergency backup site.

3.56.3. Inputs & Sources

MRS database defining application databases to be replicated

Real-time updates

3.56.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.56.5.  Outputs & Sources

A replicated host including current databases available as a backup host if primary host fails.

A replicated site available as a backup if primary site fails.

3.57. Failover, timely restarts

3.57.1. Traceability to Requirement(s)

SCD-FR15, EMS-SR47, EMS-SR51, EMS-SR52, EMS-SR55, EMS-SR56
3.57.2. Introduction

The nodal EMS can transfer a set of enabled applications from one server to another while preserving its data.  This is known as a failover and can happen rather quickly.  When this happens the operator and analyst consoles follow or switch over to the enabled CPU.

3.57.3. Inputs & Sources

Role assignments from Configuration Management

Role confirmations from Applications

Watchdog process and timers

Operator Command

3.57.4. Processing

The decision to failover is determined by Configuration Manager based on database defined rules, input from the watchdog, availability of critical tasks.  The operator can force a failover from the site overview display.

3.57.5. Outputs & Sources

The application set running on a different application server.

3.58. NMMS to EMS Model Import

The EMS requires an extensive set of static data, collectively referred to as “models”, which describe the ERCOT physical power system and other related information. These models are maintained using a separate off-line modeling tool that is not an integral part of the production EMS system. The tool creates a set of files that contain models ready for installation in an on-line or test configuration of an EMS. Normally, the AREVA EMS is delivered with an AREVA modeling tool, but in ERCOT’s case, the modeling tool will be the Network Model Management System (NMMS) supplied by Siemens. An interface, derived from the CIM standards, has been agreed to as the means by which NMMS will supply modeling information.

The function of the Model Importer is to receive data from the NMMS interface, and produce the modeling files required by the AREVA EMS. To do this, it translates the CIM-based modeling received from the NMMS to the same AREVA proprietary model files as are produced by the AREVA modeling tool.

3.58.1. Traceability to Requirement(s)

The Model Importer is designed to meet the following business requirements:

2. The Model Importer uses as its information source the NMMS-EMS Interface, and obeys the specifications of that interface, including but not limited to the following:

a. A “base model” is defined as an import of all NMMS information required to rebuild completely all of the EMS models.

i. The model shall have a model name indicating purpose – e.g. “As-built Real-Time EMS Model”.

ii. The importer can accommodate different models – e.g. a model for testing could be different from the production model.

b. A model consists of multiple CIM/XML documents.

i. Each document has a document name.

ii. Each new version of a document has a version number and optional descriptive text.

iii. The base model “version” is the set of document versions that make it up.

c. A new base version of an imported model is created whenever a new document is transmitted in  its complete form (as opposed to an incremental form).

i. Such an import contains the specification of each document version in the base model, so that the importer knows how to check that it has the complete set.

ii. Each full document transfer resets the incremental update sequence for its document to 0.

d. Any model document may be updated incrementally, following the CIM Incremental Update specification.

i. Such a model update is known as an “incremental model” and is identified by the document version and sequence numbers that make it up.

ii. Each incremental update increments the document’s update sequence number.

iii. A receiver should only use an update if it has received the complete prior sequence of updates.

iv. If an increment is issued as a “re-transmission”, it carries the sequence number of the re-transmitted increment.

1. A re-transmission replaces the original. (If null, then it effectively removes the increment.)

2. The purpose of a re-transmission is usually to correct errors.

e. Future model changes may also be imported. A future model change is a logically complete set of changes that reflect a change to the physical system that will happen in the near future.

i. The CIM incremental format is used.

ii. A future change header is attached.

1. Identifier for the change.

2. Model and document to which the change applies.

3. Effective date.

4. General description.

iii. New versions of future changes are sent as complete replacements to the previous (denoted as such in the header information).

3. Model Import activities are carried out under the control of a Model Import Manager. Work is divided into manually directed stages.

a. Import Stage.

i. All imports are saved in their received forms so that if problems are detected during validation and testing, the source of the problems is traceable as to whether it may be occurring on the NMMS side or on the Model Importer side of the overall process.

ii. Based on received information (base model, incremental model, re-transmitted incremental model) a default specification is created for assembly and validation of a new EMS model.

iii. Imports at this stage are validated only for their conformity to the CIM/XML specifications given in the NMMS-EMS interface agreement.

b. AREVA model assembly and validation.

i. Under user direction, received information from NMMS will be processed into a set of EMS model files. Each set forms a “case” that represents one view of the models (usually, one point in time).

1. In the event of re-transmitted incrementals, the process may have to back up and re-create past work. (If you re-transmit sequence #17 out of 25, you have to be able to re-create the document as of sequence #16, and you have to have retained incrementals 18 through 25.)

a. The Model Importer will retain all increments in a sequence so that re-transmissions may be processed in incremental form.

b. OPTION. Additional user controls can be added to generate and test intermediate sequence positions as a model debugging feature.

ii. Each case is translated to AREVA internal data structures.

1. CIM naming is used to create AREVA naming.

a. If the supplied naming does not conform to AREVA restrictions on lengths and composition of names, the importer will report an error.

b. The correspondence between AREVA names and identifiers and CIM MRIDs is stored in a name registry, such that any AREVA object identity can be translated back to an MRID for export of information.

iii. Translated models are validated for correctness to support the AREVA applications.

iv. Base model imports or incremental model imports may be processed into AREVA model files for a real-time case.

v. The user may also direct that any combination of future model changes may be used to create AREVA cases for study usage.

c. Testing.

i. Usual practice is for new as-built base or incremental model versions to be used in a test environment prior to use in production.

d. Installation on-line.

i. Tested model files may be installed into the backup system and put into production by initiating failover.

ii. OPTION. AREVA implements a means of installing new models without a failover.

1. Any combination of future changes may be selected to form the new case.

2. The case is loaded into a parallel environment, fed by real-time data and running in parallel with the old.

3. State estimation and other factors track modeling success.

4. When user decides to commission the new model, the new model takes over  production – which basically means that its results are swapped into place.

iii. All installed cases carry with them the identities of the NMMS sources from which they were created.

1. Base model name.

2. Document name and version and increment.

3. Future change identifiers.

e. Recovery.

i. Old model files are retained and can be re-installed.

ii. OPTION. If the option is taken up, recovery to the old system is supported in the same way as takeover of the new.

4. The Model Importer user interface supports control of the import processes.

a. User can select and control import operations.

b. User may view a directory of imported documents, increments, and future changes, together with their header information.

c. User may view a directory of AREVA model files.

d. There is no product-level user view into the modeling information as imported. (Diagnostic tools are, however, available for use in debugging problems.)

e. There is no model editor facility supplied.

f. Production views of the models are available after the models are imported into the EMS applications.

5. Integration.

a. Installed case identifiers should be used included in production interfaces.

i. Receivers of EMS data can know which NMMS models the data is based on.

ii. If the EMS receives data, it will expect a model identification from the source to check against its current model.

b. Integration message formats are expected to use CIM MRIDs to identify object instances.

i. The model importer maintains name translation tables between MRIDs and AREVA local identifiers for use by the EMS in import/export.

ii. OPTION. If a general SOA name service is available with equivalent capability, The Model Importer can make use of that service.

c. OPTION. Model Importer work stages can be available as services in an SOA. For example, this could be useful as part of a scheme to coordinate model updates across different receivers, like EMS and MMS.

6. Usage and Performance.

a. Base model imports occur infrequently and will take considerably longer to process and test than incremental model imports. 

b. Incremental model imports are the norm. A daily cycle of incremental import and update shall be practical.

i. Update some relatively small part of the network model.

ii. Update some relatively small part of the near future changes.

iii. Validate data.

iv. Testing time will depend on the nature of the change, but it is anticipated that because the changed data is known, the testing time can be directed specifically to the changed areas.

7. Modeling errors.

a. The Model Importer runs a full validation based on the internal requirements of the AREVA applications and may generate errors.

b. Correction of errors is the responsibility of the NMMS system. Following correction, the new data must be re-imported.

3.58.2. Introduction

The NMMS to EMS Model Importer is summarized in the next figure. 
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Figure 30: Overview of the Model Importer

The overall idea is simple. The Model Importer takes models from NMMS that are in a form derived from the industry CIM standard, and translates those models to the internal AREVA forms used by the AREVA EMS applications. On the surface, this sounds like a straightforward black box. We know the input; we know the output; the box does the translation. End of story. Unfortunately, as the requirements section points out, there is more required to make this a workable function.

The challenges stem from the nature of the models themselves. They are very large and are governed by complex information models. There is considerable potential for modeling errors, and there is also potential for the NMMS and the EMS to have differences in interpretation of the interface specification that will be difficult to detect and correct. The installation of new models is a critical business process involving many steps, some on NMMS side and some on the EMS side. It is vital that the process can be thoroughly audited and inspected at each stage in order to find and fix problems if they occur. The size of models and frequency of update also makes it desirable to limit the scope of a given modeling operation, so that processing is reduced and the possible sources of error are much smaller. To resolve these challenges, features are introduced into the Model Importer for accepting incremental updates, retaining the imports as well as the new EMS models, user control over the model conversion stages, and so on.

3.58.3. Inputs & Sources

3.58.3.1. NMMS-EMS Interface

3.58.3.2. User Controls

3.58.4. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.58.5. Outputs & Targets

3.59. ARCHIVING

e-terraarchive is a general purpose utility for transferring data from any real-time e-terrahabitat databases to an Oracle or Microsoft SQL database where a variety of tools can then be used to analyze and report against the data. In addition to collecting historical data, e-terraarchive can maintain a copy of any real-time e‑terrahabitat databases in Oracle or Microsoft SQL, updating it periodically as the data changes in e‑terrahabitat, thus providing a “near real-time” copy of data to users outside of the control room.

Although e-terraarchive is a general purpose utility it will be used for a specific purpose in the Nodal EMS.  It is the primary method to move EMS data to the MMS and MIS systems.  The archive system can also function as a historian along with other products such as PI.  The following sections will describe how the data to be sampled, or transferred to the MMS or MIS is not hard coded, but configured through a web interface.  
 

3.60. Recording data into the Archive Database

3.60.1. Traceability to Requirement(s)

DR-FR10, FOD-FR10, LF-FR10, LF-FR11, LF-FR12, LF-SR18, SA-FR18, SCD-FR8, SCD-FR9, SCD-FR10, SCD-FR11, SE-FR22, SE-FR23, SE-FR24, SE-FR25, SE-FR26, SE-FR27, SE-FR28, SE-FR29, SE-FR30, SE‑FR31, SE-FR32, SE-FR34, RPP-FR5, RPP-FR6.

3.60.2. Introduction

e-terraarchive’s primary use is for collecting data from a real-time database into a archive database – Oracle or MS SQL Server. Several recording modes are available (described in the next section)
3.60.3. Inputs & Sources

e-terraarchive can archive any data from e-terrahabitat database:

· Analog values and their quality flags

· Status of points and their quality flags

· Alarms

· Events messages

· Estimated/calculated data …

· Switching and control activities

It can extract data from different sites as well, site being a couple of nodes defined for a dual-redundant (primary/standby) configuration.

3.60.4. Processing

Recording e-terrahabitat data (scada data or network/generation data) into a Relational database (Oracle or MS SQL) is based on the following processing: 
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Figure 31: Archiving components

· The Sampler application runs on the system where the e-terrahabitat databases reside. As requested by “DataManager” (component of e-terraarchive), Sampler accesses the e-terrahabitat databases, sends data to DataManager and performs periodic sampling of the data.

· The DataManager is responsible for writing data to the archive database. DataManager is also responsible for managing the data stored in the archive database (purging, archiving and summarization).

· The Archive database (either Oracle or MS SQL) stores the data collected by e-terraarchive. The Archive server allow applications and users access across the network in a pure client/server way.

· The Web server is used to provide access to two sets of web forms provided by e-terraarchive :

· The configuration web forms are used by an analyst to maintain the configuration database described above and to monitor the operation of e-terraarchive. 

· The data analysis web forms are used to view and query the data collected by e-terraarchive. The web server connects to the archive database to request data when needed for the web forms.
Three types of recording modes are supported:

· A snapshot mode, where a copy of selected e-terrahabitat data is maintained in the Oracle database and updated at a user defined frequency. Only the latest data values are retained in the database.

· A history mode, where a record of selected e-terrahabitat data is maintained. Records are inserted into Oracle and include the time the data was sampled from the e-terrahabitat database.

· A log mode, which is used for recording e-terrahabitat log entries from a circular list such as alarm logs.

Multiple sets of e-terrahabitat data can be defined and recorded to different tables simultaneously. Each table corresponds to data from one or more fields from one or more record occurrences of the same record type. Indirect or hierarchical pointers can also be used to obtain data from fields of records related to the primary record. Each table can have an independent set of sampling and recording parameters from other tables.

Oracle tables can be automatically generated based on the e-terrahabitat data to be recorded. In addition, if records are inserted or deleted in the e-terrahabitat database, the tables are automatically updated in the relational database.

The system has been designed to avoid loss of data in case of failure of the e-terrahabitat to Oracle transfer: indeed, when the link between Sampler and DataManager is broken, Sampler maintains a local copy of the data changes in the Data Server disk. When the link is again available, the stored changes are sent and recorded in the Archive database.

Third party historian systems can also collect data directly from e-terrahabitat real-time database using the open access API of e-terrahabitat.  Two historian vendors have tested their interfaces with AREVA: OSISoft PI and Instep eDNA.
3.60.5. Outputs & Targets

Once data has been collected in the Relational database, the data is available and can be used by:

· Any users using the e-terraarchive web-based interface to view and query the data collected

· Any third-party products (that can interface with an Oracle or MS SQL database) for complex data analysis and reporting (Crystal Reports for example). 

3.61. Purging and Archiving Data 

3.61.1. Traceability to Requirement(s)

DR-FR10, FOD-FR10, LF-FR10, LF-FR11, LF-FR12, LF-SR18, SA-FR18, SCD-FR8, SCD-FR9, SCD-FR10, SCD-FR11, SE-FR22, SE-FR23, SE-FR24, SE-FR25, SE-FR26, SE-FR27, SE-FR28, SE-FR29, SE-FR30, SE-FR31, SE-FR32, SE-FR34, RPP-FR5, RPP-FR6.

3.61.2. Introduction

Due to disk space constraints, it is not possible to permanently store all recorded data in the Archive server : it is necessary to manage this recorded data either by purging it or by archiving it (on tapes for example). 

3.61.3. Inputs & Sources

Any table from the Relational database (Oracle or MS SQL) can be archived.

3.61.4. Processing

· Archiving: Data from Oracle can be automatically extracted to compressed archive files. Each archive file contains data for a specific time range for a given table (recording definition).  Archive file names include the name of the recording definition that the data are from and the starting and ending times of the data contained in the file. Data from archive files can be restored to the archive database on request.
· Purging: each set of archive data can be configured to have its oldest data automatically purged. Configuration parameters define how much data to retain online and how frequently to perform the purge operation. The archiving process is normally done prior to purging data from the table. The archiving and purging functions are coordinated so that data is purged only once it has been successfully archived.
3.61.5. Outputs & Sources

The archived files can be moved to tapes or to a dedicated archive server. The storage operation can be managed by a third-party product (for example IBM Tivoli Storage Manager).

3.62. Analyzing Historical Information 

3.62.1. Traceability to Requirement(s)

DR-FR10, FOD-FR10, LF-FR10, LF-FR11, LF-FR12, LF-SR18, SA-FR18, SCD-FR8, SCD-FR9, SCD-FR10, SCD-FR11, SE-FR22, SE-FR23, SE-FR24, SE-FR25, SE-FR26, SE-FR27, SE-FR28, SE-FR29, SE-FR30, SE-FR31, SE-FR32, SE-FR34, RPP-FR5, RPP-FR6.

3.62.2. Introduction

Once the data is in the Relational database, e-terraarchive provides some tools to help users analyze the archived data.

3.62.3. Inputs & Sources

Any data from e-terraarchive.

3.62.4. Processing

e-terraarchive provides several tools to help users analyze the archived data:

· Data Analysis form:

· Directory form: This form displays each set of data being recorded including the oldest and latest time, and whether the data is available in Oracle or in HIS archive files. This form also provides navigation to view the historical data for different sets of data.

· Alarm form: This form displays alarm history captured from the DMS. The data can be filtered by time, category, area and exception id. Also, the text of the alarm can be searched for specific substrings.

· History form: This form is used to display history for data like analog, point, generating units, etc. The form provides a tree navigation capability that allows selection of a measurement by drilling down from the top level key (e.g. substation) down through the hierarchy until the individual measurement is selected. Data can then be viewed for a selected time range in either a tabular or a graphical format. Data from two different time ranges can be viewed simultaneously for comparison. If the user has update privilege, changes to the data can be made from this form.

· Snapshot form: This form can be used to view data that is collected in snapshot mode. In snapshot mode, only the most recently sampled values are retained in Oracle. This can be used to provide a “near real-time” view of selected EMS data.

The figure below shows an example of a Data Query Form. In the left pane, the user navigates through a tree of records, organized as per his definition (here by substation/equipment hierarchy). Clicking on the variables presented in the left tree add them to the right panel. Several options are offered to complete the query. The result is then displayed in form of a spreadsheet shown below.

All queries can be recorded and stored as shortcuts to be used by a single user or shared among several users.

[image: image31.emf]
Figure 32: e-terraarchive Data Query form

Selecting the option “chart” on the previous data query form would result in a plot of data versus time as shown in the figure below:

[image: image32.emf]
Figure 33: e-terraarchive Chart

· Summarization and Calculation: Archive data from one table can be summarized into another table. Summarization is used to convert data recorded at a faster interval to data with a longer time interval. For example, data collected every minute can be summarized into hourly data, hourly data into daily, etc. Quality codes can also be summarized using Boolean operations. One column in the source table can be summarized to multiple columns in the destination table using different calculations. For example, a hourly maximum, minimum, and average columns could be calculated from a single source column. The following calculations can be performed: 

· Algebraic summation

· Boolean functions (and , or)

· Average

· Maximum

· Minimum

· And any other calculations based on a custom SQL function.

· Reporting: reporting can be done by the standard set of functions provided by e-terraarchive or by any third-party product (Crystal Reports for example).
3.63. Real-time Database

The database subsystem within e‑terrahabitat is called “Hdb”.  An e‑terrahabitat will contain many databases – there is not a single massive database.  This approach is useful because it allows for excellent modularity, and makes it very easy to develop applications without having to be concerned about impacting existing applications or their data.

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.64. Application Interfaces

3.64.1. Introduction

e‑terrahabitat includes a rich set of application programming interfaces (APIs) that allow programs to interface to the e‑terrahabitat services like Hdb, Process Manager, Configuration Manager, etc.  In addition to APIs that provide access to the control system services, additional APIs are provided to enable the creation of portable applications.  

If a programmer restricts himself to the e‑terrahabitat supplied APIs and industry standard language specified functions, it is easy to create portable applications.  By committing yourself to create portable applications you open the possibility of developing software on one operating system and deploying it on another.  

3.64.2. Inputs & Sources

· Core Functionality Source

· Advanced Application Source

· User Source

3.64.3. Processing

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

3.64.4. Outputs & Targets

Set of APIs that allow applications, new and existing, to access and interact with control system services and enable the creation of portable applications.

3.65. Utilities

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

4. System Dependencies & Design Constraints

4.1. Hardware Interfaces

The EMS Nodal system shall be staged in three distinct sites:

· AREVA Redmond Site

· ERCOT Austin/Taylor Site(s)

The various components of the Nodal EMS are to be loaded on state of the art hardware, as described in the following sections:

4.1.1. AREVA Redmond Site

4.1.1.1. Servers and Consoles

The EMS software shall run on IBM servers with Intel Xeon processors running Microsoft Windows Server 2003 R2 x64 Edition:

· Real-Time EMS Servers (e-terraplatform - 2)

· Real-Time CA Servers (e-terrahabitat + CA - 1 or more)

· Study-Time EMS Servers (e-terraplatform - 1)

· PDS Server (e-terraplatform - 1)

In addition, the following application servers shall run on IBM servers with Intel Xeon processors running Microsoft Windows Server 2003 R2 x86 Edition:

· Data Modeling Server (e-terramodeler - 1)

· ICCP Servers (e-terracomm - 2)

· Historical Archive Servers (e-terraarchive - 2)

· Active Directory Server (1)

· Dynamic Security Assessment (DSA) Servers (VSAT/TSAT - 1)

Finally, the following shall run on IBM consoles with Intel Pentium 4 processors running Microsoft Windows XP Professional SP2:

· Operator Consoles (e-terrabrowser - 3)

4.1.1.2. Other Hardware

The following hardware shall be supplied for connectivity and security of the servers and consoles mentioned above:

· Cisco 10/100/1000T Switches (2)

· Cisco Firewall

4.1.2. ERCOT Austin/Taylor Site(s)

4.1.2.1. Servers and Consoles

The EMS software shall run on IBM servers with Intel Xeon processors running Microsoft Windows Server 2003 R2 x64 Edition:

· Real-Time EMS Servers (e-terraplatform - 2)

· Real-Time CA Servers (e-terrahabitat + CA - 1 or more)

· Study-Time EMS Servers (e-terraplatform - 1)

· PDS Server (e-terraplatform - 1)

In addition, the following application servers shall run on IBM servers with Intel Xeon processors running Microsoft Windows Server 2003 R2 x86 Edition:

· Data Modeling Server (e-terramodeler - 1)

· QSE ICCP Servers (e-terracomm - 2)

· TSP ICCP Servers (e-terracomm - 2)

· Historical Archive Servers (e-terraarchive - 2)

· Active Directory Server (1)

· Dynamic Security Assessment (DSA) Servers (VSAT/TSAT – 1)

Finally, the following shall run on IBM consoles with Intel Pentium 4 processors running Microsoft Windows XP Professional SP2:

· Operator Consoles (e-terrabrowser - 3)

4.1.2.2. Other Hardware

The following hardware shall be supplied for connectivity and security of the servers and consoles mentioned above:

· Cisco 10/100/1000T Switches (2)

· Cisco Firewall

4.2. Software Interfaces 

The various components of the Nodal EMS have both internal and external interfaces.  These interfaces are described in the sections that follow.
4.2.1. Network Model Management System (NMMS)
Data from the NMMS is loaded onto the EMS once after each NMMS model change.  Therefore, the NMMS data for each specific function listed below is made available to that function at that time.  The method for loading the data from the NMMS to the EMS is defined in the “NMMS to EMS Model Import” section of this document.
4.2.2. Market Management System (MMS)
Data from the MMS is made available to the various components of the EMS as soon as it is received.  The MMS data is received in the form of flat files, and placed on a local EMS drive by FTP, SFTP, or other method.  Data sent to the MMS is collected by AREVA’s e-terraarchive (AREVA’s solution to EDW) and stored into a relational database.

4.2.3. Market Information System (MIS)
Data sent to the MIS is collected by AREVA’s e-terraarchive (AREVA’s solution to EDW) and stored into a relational database.

4.2.4. Settlements System

Data sent to the Settlements System is collected by AREVA’s e-terraarchive (AREVA’s solution to EDW) and stored into a relational database.

4.2.5. Enterprise Data Warehouse (EDW)

Data to be stored in the EDW is collected by AREVA’s e-terraarchive (AREVA’s solution to EDW) and stored into a relational database.  The DATAMAN application of e-terraarchive collects data from the EMS through AREVA’s SAMPLER application.  Data requests to SAMPLER are made via TCP/IP.

4.2.6. Qualified Scheduling Entity (QSE) and Transmission Service Provider (TSP)

Data exchanged with QSEs (to and from) will be transferred via a dedicated pair of redundant ICCP servers (e-terracomm).  Data exchanged with TSPs (to and from) will be transferred via a separate dedicated pair of redundant ICCP servers.
4.2.7. Market Participant Operation Testing Environment (MOTE)

Data sent to the MOTE will be transferred by a method to be agreed upon by AREVA and the MOTE.
4.2.8. PI

Data sent from the EMS to PI will be made available to PI through AREVA’s SAMPLER application.  Data requests to SAMPLER are made via TCP/IP.
4.2.9. Registration System

Data from the Registration System is made available to the EMS as soon as it is received.  The data is received in the form of flat files, and placed on a local EMS drive by FTP, SFTP, or other method.

4.2.10. Weather Service

Data from the weather service is made available to the various components of the EMS as soon as it is received.  The weather data is received in the form of flat files, and placed on a local EMS drive by FTP, SFTP, or other method.

4.3. Services Interfaces

There are no interfaces to other ERCOT services.  Security access to the EMS is handled by the local Active Directory Server.
4.4. Database Interfaces

The appropriate databases in the Real-Time EMS servers shall be replicated to the Real-Time CA server automatically and periodically.  A different set of databases from the Real-Time system (which shall include some of the same databases) shall be made available to the Study-Time EMS server when needed (on demand).

4.5. Licensing Requirements

Please note: Text has been removed as it contained AREVA intellectual property.  Please contact Stacy Bridges at sbridges@ercot.com to request to see the contents of this section in its entirety.

5. Supplementary Specifications

5.1. Performance 

Performance of the Nodal EMS is primarily met through distribution of functions among several servers.  Secondly servers for the most CPU intensive function will utilize multiple CPUs and servers with the most memory intensive functions will have lots of memory.
The greatest consumption of CPU cycles is done by the Real-time Contingency Analysis (CA) function.  The calculation engine for CA will run on its own dedicated server.   Furthermore the entire study network sequence will run on its own servers offloading their CPU burden from the real-time servers.
Include ERCOT figure showing each EMS server with CPU and Memory requirements
5.2. System and Communication 

All communication external to the Nodal EMS to the QSE and TSP will be via the TASE.2 (ICCP) networks described in earlier sections.  Internal communication from the Nodal EMS to peer systems such as the MMS will be via database and flat files described in earlier sections. A table is presented in the earlier section listing each of the interfaces.
5.3. System Security 

5.3.1. Firewalls and DMZs
AREVA’s Security Architecture requires that the Nodal EMS LAN be redundant and autonomous from other systems and that no direct connections are allowed to the EMS servers other than from local operator consoles. All other connections are through firewalls and in several cases through an Intrusion Detection Server (IDS) and other security and monitoring appliances when appropriate.  The following are the connections that go through a firewall to a DMZ and a specific support server(s);

· EMS communications using TASE.2 (ICCP) to other utilities for real-time external model data.  The ICCP protocol exchanges data with other utilities.  The servers for this function are in a separate DMZ which should support an IDS configuration tailored to ICCP signatures.  These communications servers are fully redundant and support dual redundant communication ports through the firewalls to the EMS servers.  The TCP/IP interface from the communications servers to the EMS servers uses a VPN connection to prevent spoofing or man in the middle attacks.

· EMS communications using WEB based interfaces to a Market Information System (MIS) are also place on a separate DMZ.  These servers are placed on a DMZ using a VPN connection through a firewall to the EMS servers.  Again these communications servers are typically fully redundant and support TCP/IP communication ports through the firewall to the EMS servers.

· Another system which needs to be placed on a DMZ is the corporate historian including Oracle, EDW, and PI systems.  The data samples from the EMS system are sent to the archival database servers typically on their own DMZ or corporate DMZ through a single port in the firewall.  This allows corporate users to access the historian without establishing a presence on the EMS LANs.  Again VPN with an IDS system is recommended for this TCP/IP connection.

· Also the EMS servers and operator consoles will require the need to have printers supported for miscellaneous reports and occasion display printout.  It has come to AREVA’s attention that printers are no longer innocuous devices and that now printers support web interfaces, web services, and even execution of applications locally.  AREVA highly recommends that the print servers for these devices be placed outside of the EMS LANs on a DMZ and then have printers physically located near the operator.  Printers may be used to launch cyber attacks and if limited to only a print server network view become useless for that purpose.  Again as always a VPN is recommended for this TCP/IP connection through the firewall to the EMS servers and operator consoles.

· The EMS Backup site is typically the only other system that needs a remote connection to the primary EMS servers.  The backup system is an additional set of  EMS servers on a remote EMS LAN.  The remote LAN will require its firewalls,  IDS, and other security and monitoring appliances .  

It is quite clear that firewall protection is no longer viewed as being adequate counter measures for many security threats and attacks.  Today’s EMS systems are configured with additional security and appliances to prevent these new attacks and to harden the EMS system beyond simple firewall technologies.  The above descriptions depict how AREVA security architecture will be implemented to meet NERC requirements.
5.3.2. Antivirus Software 
AREVA typically provides Symantec Antivirus Enterprise Edition on all the servers and client workstations, but other antivirus software can also be provided such as McAfee VirusScan.  As an option file change detection software (e.g.; Tripwire) can be used to monitoring for unauthorized file changes on the systems.
5.3.3. Security Appliances 

AREVA typically recommends the use of CISCO’s Adaptive Security Appliances (ASA) which provides many security related functions such as; Firewall, VPN, SSL, Intrusion Prevention, Anti-virus, Anti-spyware, Anti-spam, etc,.  AREVA also recommends the use of a DMZ for remote connections (e,g, ICCP, Corporate Users, etc) to DMZ servers which provide a proxy interface into the EMS system (i.e.; minimize the number direct connections into the EMS).  

5.3.4. User authentication 

User authentication and permissions for the EMS machines is centralized and is be managed using, e‑terratrust, which relies on the industry standard Kerberos technology and a Microsoft Windows Active Directory server.  This product will align the control center authentication policy with most IT standards, including advanced password management, central user maintenance and shared services for active directory server.  

5.3.5. Secure Software Deliveries

AREVA’s internal development and delivery processes have been enhanced to support secure software deliveries.

· AREVA digitally signs system deliveries so that customers can guarantee that the software has not been tampered with between AREVA and the customer’s site.

· Electronic distribution has been hardened and now only an authorized customer under a maintenance contract can access the electronic distribution center.

· An electronic notification system for critical issues has been established for informing customers that they should access the secure website for further information.  This is used with the AREVA patch management process.

5.4. Back up and Recovery 

The Nodal EMS staged at Taylor will have a backup center in Austin.  Databases are synced and recovered through Memory Replication Services (MRS) described in an earlier section.  Savecases and other files are synced between the control centers through an RSYNC replication process.
5.5. Availability and Redundancy 

Each of the servers in the Nodal EMS is paired with a redundant or backup server.  In the event of a loss of an application server the other application server within the pair waiting as a hot standby will take over. The high availability system of configuration manager, process manager, and replication services ensures that data on the redundant application server is up-to-date, available as a stand-by, and issues role assignments.  

The high availability system and the functions of configuration manager, process manager, and replication services are described in earlier sections. 
5.6. Maintainability 

5.6.1. Development System

The EMS applications are written in languages Fortran, Fortran 90, C, and C++.  Compilers and visual debuggers are included and installed on the Program Development System (PDS) that allow ERCOT to modify and build and test the EMS applications.  

5.6.2. Source Code

AREVA supplies the Microsoft Visual SourceSafe (VSS) product for source code management (SCM).  VSS manages all delivered source code, configuration files, scripts, database save cases, etc.  We also supply a SCM guide on how to use VSS written specifically for managing EMS software and tracking changes, and merging in new EMS software releases.

This tool also records a history of changes to the system.  All changes are recorded with the user that initiated the change, along with a comment that describes the change made.  

VSS is also used to manage releases of code from the development environment to the production environment.

Software, databases, display and configuration changes are tracked.  Reports can be run by user, a range of dates, a specific branch of code, etc.

Comments into the revision history and include variance numbers, design note transmittals, and other keys to link to defect, enhancement, and requirements tracking.

Source code is provided for the application software such as SCADA/AGC/Network Applications and is managed in a VSS library.
5.6.3. Debuging

All systems include HDBRIO, HABITAT real-time database browser, to interactively view or modify (when needed) the real-time databases used by the Nodal EMS applications.   In the rare event that an application needs to be debugged examining data and interim results used by the application can often lead to a remedy or explanation of the discrepancy.  The HDBRIO tool available on development and production environments can examine application data that may not be visible on an operator displays such as internal records used in the computation of results.   For large amounts of data, the data can be exported into Excel spreadsheets using the HDBEXPORT tool.

In addition to the Full Graphics application log available to both operator and analysts for each application, there are additional logs and error files with program debug information available to the analyst.  The amount of debug information contained in these logs is controllable via environment variables and application specific debug flags.

A visual debugger is available that can be run in the development environment if it is needed to debug a program as the analyst steps through the source one line or function at a time.   

Several utility APIs are provided with HABITAT which help application programmers build debugging into their applications.  These include

· Enable and Disable Debug Output

· Format Hexadecimal Data Output (HUL_HEXDATA)

· History Lists (HISTLIST)

· Testing APIs (APITEST)

5.6.4. Upgrades

Upgrades of e-terraplatform are performed in a phased approach with a migration path for our existing customers.   The architecture of e-terraplatform enables efficient productization or integration of ERCOT customs and applications.  New Releases are built using ESCATOOL and EMP scripts that invoke the compilers on the program development system (PDS). The releases are built from code and displays fetched out of the VSS source control libraries.  Prior to the build documented steps were followed to merge in your customs into the release.  Since the PDS is capable of receiving ISD/ICCP data much testing can occur of many nodal EMS functions.  

When initial testing on the PDS is finished, the code, displays, and database are moved over to the Quality Assurance system (QAS) for more testing on a platform nearly identical to the production system.  When verification of the new version of the EMS software is finished, the production system is prepared for the new delivery by taking down the standby system, upgrading it from the code tested on the QAS system and failing over to it from the primary system.  
5.7. Usability 

The user interface technology of e‑terraplatform, e‑terrabrowser; is following Microsoft Windows UI standards.

Most of the standard displays are automatically generated from the database which guarantees a consistent data and graphic presentation.

While all tabular displays are automatically generated, substation one-line and “worldmap” displays are built and modified with e‑terrabrowser’s DISPLAY BUILDER.  One lines can be generated from the network model automatically, using the DISPLAY GENERATOR (e‑terraimage).

6. Appendix A: Acronyms and Abbreviations
	ACE
	Area Control Error

	API
	Application Program Interface

	AS
	Ancillary Service 

	ASA
	Adaptive Security Appliances  

	CA
	Contingency Analysis 

	CFGMAN
	Configuration Manager

	CIM
	Common Information Model 

	CPS
	Control Performance Standard 

	DAM 
	Day Ahead Market

	DCS
	Disturbance Control Standard 

	DDL
	Display Definition Language 

	DDN
	Delta Design Note

	DMZ
	Demilitarized Zone

	DRAP
	Dynamic Remedial Action Plan 

	DRS
	Down Regulation Service

	DSA
	Dynamic Stability Analysis

	EECP
	Emergency Electric Curtailment Plan

	EMP
	Energy Management Platform

	EMS
	Energy Management System 

	ERCOT
	Electric Reliability Council of Texas

	FAT
	Factory Acceptance Test

	FOD
	Forced Outage Detection 

	HASL
	High Ancillary Service 

	HDB
	Habitat Database

	HDL
	High Dispatch Limit 

	HDR
	Historical Data Recording

	ICCP
	Inter-Company Communication Protocol 

	IDS
	Intrusion Detection System

	IP
	Internet Protocol

	ISD
	Inter-Site Data 

	LAAR
	Load Acting as Resource

	LASL 
	Low Ancillary Service Limit

	LDL
	Low Dispatch Limit 

	LFC
	Load Frequency Control 

	LSL
	Low Sustained Limit 

	LTDF
	Long Term Demand Forecast

	LTLF
	Long Term Load Forecast

	MIS
	Market Information System 

	MMS
	Market Management System 

	MRS
	Memory Replication Service

	MTLF
	Mid-Term Load Forecast 

	MW
	Megawatt

	NERC
	North American Electric Reliability Council 

	NETIO
	Network Input/Output 

	NMMS
	Network Model Management System 

	NSA
	Network Security Analysis 

	NSRS
	Non-Spinning Reserve Service

	OE
	Outage Evaluation 

	OLNETSEQ 
	Online Network Sequence 

	OS
	Operating System

	OSAL
	Operating System Abstraction Layer 

	PDS
	Program Development System

	PPM
	Portable Process Model 

	QKNET
	Quick Network Analysis 

	QSE
	Qualified scheduling entities

	RAP
	Remedial Action Plan

	RAS 
	Remedial Action Schemes

	RCSE 
	Real-Time Control Center Environment

	RDMS
	Relational database management system

	RMR
	Reliability Must Run 

	RRS
	Responsive Reserve Service 

	RTCA
	Real-time Contingency Analysis 

	RT-DMS
	Real-time database management system 

	RTU
	Remote Terminal Unit

	RUC
	Reliability Unit Commitment 

	SAT
	Site Acceptance Test

	SCADA
	Supervisory Control and Data Acquisition 

	SCADFREQ
	SCADA Frequency

	SCAPI
	SCADA Application Program Interface

	SCED
	Security Constrained Economic Dispatch 

	SCM
	Source Code Management 

	SE 
	State Estimator 

	SENH
	Security Enhancement

	SFTP
	Secure File Transfer Protocol 

	SMTNET 
	Multi Time Point Study Sequence

	SPR
	Software Performance Report

	SPS
	Special Protection System 

	SQL
	Structured Query Language

	SSL
	Secure Sockets Layer 

	STNET
	Study Network application 

	TBD
	To Be Determined

	TCM
	Transmission Constraint Management 

	TSP
	Transmission Service Provider

	TSAT 
	Transient Stability Analysis 

	TSAT 
	Transient Stability Assessment 

	TSP
	Transmission Service Provider

	UI
	User Interface

	URS
	Up Regulation Service

	VPN
	Virtual Private Network

	VS
	Voltage Support 

	VSA
	Voltage Stability Assessment 

	VSAT
	Voltage Stability Analysis 

	VSS
	Voltage Support Services 

	WAN
	Wide Area Network

	XML
	Extensible Markup Language
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