Power Operations Bulletin # 1148
ERCOT has posted/revised the Transmission and Security manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
4.5
GTC Stability Limits

Procedure Purpose: Maintain transmission stability within the ERCOT region when there is a Generic Transmission Constraint (GTC).

	Protocol Reference
	3.10.7.6(2)
	6.5.9.1(1)(e)
	
	

	Guide Reference
	2.2.2
	4.5.2(2)(b)
	
	

	NERC Standard


	EOP-011-2

R1, R1.1
	IRO-001-4

R1
	IRO-002-7

R5
	IRO-008-3

R2, R3, R5, R6

	
	TOP-001-6

R1, R10, R10.1, R14, R25
	TOP-002-4

R2, R3
	
	


	Version: 1 
	Revision: 44
	Effective Date:  August 1, 2024


	Step
	Action

	Note
	Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, exclude steps, or take any additional actions required to ensure system security based on the information and situational awareness available during both normal and emergency conditions. 

	SOL Comms
	If ICCP links are down for a TO, or a TO reports bad data, refer to section 3.8, “SOL Exceedance Communications Thresholds”, above for criteria of manually communicating GTC exceedances identified below.

	Note
	Utilize the Not to Exceed (%NTE) feature in the Transmission Constraint Manager (TCM) to maintain a more consistent control of the GTC. (see Trans/Sec desktop guide 2.21 for operational  guidance)

	Nelson Sharpe – Rio Hondo 345kV Stability

	Note
	All lines are in-service, Rio Hondo 345 kV Series Cap in-service and improved reactive controls (capacitor switching scheme at Texas Gulf Wind is available) there is no local voltage stability issue in South Texas near Ajo.

	1
	IF:

· An outage has occurred on any of the identified elements in the table;

THEN:

· Refer to the constraint limit,

WHEN:

· The BASECASE NELRIO is approaching 85% of the limit;

THEN:

· Activate the BASECASE NELRIO constraint at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.


	2
	If there is more than one line out of service or AEP is unable to manage the reactors at Ajo to control voltages, use the most restrictive limit in RTMONI.  With more than one line out of service, this becomes more of a thermal issue and RTCA will most likely be more binding than the GTC.

	Log
	Log all actions.

	Red Tap Stability

	Note
	Red Tap Stability is under review for retirement. See Desktop Guide Transmission Desk 2.12. 

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE REDTAP flow is approaching 85% of the limit in TCM;

THEN:

· Activate the BASECASE REDTAP constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	North Edinburg – Lobo Stability

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE NE_LOB flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE NE_LOB constraint in TCM

· 
· 
· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	East Texas Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	WHEN:

· VSAT runs and provides an updated limit for the East Texas Stability (EASTEX);

THEN:

· Update RTMONI.



	2
	WHEN:

· The BASECASE EASTEX flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE EASTEX constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Treadwell Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE TRDWEL flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE TRDWEL constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Raymondville – Rio Hondo Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE RV_RH flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Culberson Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	WHEN:

· The BASECASE CULBSN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE CULBSN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Valley Export Stability

	1
	· IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE VALEXP flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE VALEXP constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Zapata_Starr Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	· IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE ZAPSTR flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE ZAPSTR constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.


	Williamson – Burnet Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	· IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE WILBRN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE WILBRN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Wharton Stability

	Note
	When all lines are in-service, there is no local instability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE WHARTN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE WHARTN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Hamilton Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE HMLTN flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE HMLTN constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Kinney Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE KINNEY flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE KINNEY constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.

	Uvalde County Stability

	Note
	When all lines are in-service, there is no local voltage stability issue.

	1
	IF:

· An outage has occurred on the identified element in the table (identified in Desktop Guide Transmission Desk 2.12);

THEN:

· Refer to the constraint limit from table to set the value (identified in Desktop Guide Transmission Desk 2.12);

· Update RTMONI from table;

WHEN:

· The BASECASE UVALDE flow is approaching 85% of the limit in TCM

THEN:

· Activate the BASECASE UVALDE constraint in TCM at 85% of the limit.

· Match the Not to Exceed (NTE) percentage to the activated percent rating.

· Adjust the NTE percentage before the activated percent rating to maintain and control up to 98% as the flow stabilizes.

	Log
	Log all actions.


6.1
Voltage Control

Procedure Purpose:  Ensure adequate voltage levels are maintained throughout the ERCOT grid to prevent a potential voltage collapse.

	Protocol Reference


	3.15.1(3)
	6.5.7.1.10(3)(h)
	6.5.7.7(2) 
	6.5.7.7(6)

	Guide Reference
	2.2.5(1)
	2.2.6(2)
	2.2.10
	2.7.2

	
	2.7.3
	2.7.4
	
	

	NERC Standand


	IRO-001-4

R1
	IRO-002-7

R5
	IRO-008-3

R5, R6
	NUC-001-4

R4, R4.1, R4.2, R9, R9.2, R9.2.1, R9.4,  R9.4.2

	
	TOP-001-6

R1, R7, R10, R10.1, R10.3, R10.6, R14
	VAR-001-5

R2, R3 
	
	


	Version: 1 
	Revision: 40
	Effective Date:  August 1, 2024


	Step
	Action

	Note
	The intent of this procedure is to verify and take corrective action for voltage issues.  Although the steps within the procedure are numbered, the numbering is for indexing purposes and are not sequential in nature.  The system operator will determine the sequence of steps, or any additional actions required to prevent voltage collapse.

	Note
	ERCOT posts the "Seasonal Voltage Profiles" desired voltage for each generation interconnection.  The current profiles for generators may be found in the 

ERCOT Market Information System (MIS) Secure site.

Select: Grid> Transmission>Voltage and Dynamic Ratings>Voltage Profiles

Select “Voltage Profiles” Open the current file>Open the xls file.

	Note
	All Operating Instructions shall be in a clear, concise, and definitive manner.  Ensure the recipient of the Operating Instruction repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	Voltage Issues at Nuclear Power Plants

	Note
	ERCOT and TOs shall maintain the switchyard voltage at each operating nuclear power plant at a value that does not violate its licensing basis with the Nuclear Regulatory Commission.

	Comanche

Peak

Voltage

Table
	For Comanche Peak:

System
345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or -3.40%

+2.13% or -4.26%

Maximum Voltage

361 kV

144 kV

Minimum Voltage

340 kV

135 kV

Decordova and Wolf Hollow are points at which generation voltage adjustments can be expected to impact control of Comanche Peak voltage.

	STP

Voltage

Table
	For South Texas Project:

Plant Configuration
Maximum kV

Minimum kV

Normal line up

362.25 

339

Alternate line up

362.25

339

The STP Switchyard Facilities’ steady state voltage should be maintained within the ranges above.  This could become more difficult with both STP units off-line.

Calaveras (Spruce), Braunig (Von Rosenberg), DOW, and WAP are points at which generation voltage adjustments can be expected to impact control of STP voltage.

Note:  It is the STP QSEs responsibility to notify ERCOT when STP is in an alternate line up.

	1
	IF:

· Voltage levels exceed the limits as stated above in the voltage tables;

THEN:

· Notify the appropriate Nuclear Plant’s QSE

· Explain the event and an estimate of when voltage is expected to return to normal, to the extent possible

· Notify CenterPoint if related to STP

· Coordinate the appropriate voltage control action with the affected TO and QSE.

	2
	WHEN:

· Voltage is back to normal range;

THEN:

· Notify the appropriate Nuclear Plant QSE, and

· Notify the affected TO and CenterPoint (if related to STP)

	Real-Time Voltage Issues

	Note
	· Post-Contingency low voltage alarms beyond the emergency operating low voltage limit could trigger Automatic Under-Voltage Load Shedding if the contingency were to occur.  Detailed information on the amount of load on Automatic Under-Voltage Load Shedding Schemes (UVLS) can be found in Desktop Guide Transmission Section 2.9.

· ERCOT, shall instruct QSEs having Generation Resources or Energy Storage Resources (ESRs) required to provide Voltage Support Service (VSS), to adjust for voltage support within the Unit Reactive Limit (URL) provided by the QSE to ERCOT.

· Generation Resources or ESRs required to provide VSS may not reduce high reactive loading on individual units during abnormal conditions without the consent of ERCOT unless equipment damage is imminent.

· Major transmission lines shall be kept in service during Light Load as much as possible.  Lines should only be removed after all applicable reactive controls are implemented and studies are performed showing that reliability will not be degraded.

	Note
	ERCOT Nominal Voltage Levels are 345kV, 230kV, 138kV, 115kV and 69kV.

The general voltage guidelines are as follows (listed in kV):

Nominal Voltage

Normal Operating Limits

Emergency Operating Limits

Ideal Voltage Range

345

327.75 – 362.25

310.5 – 379.5

345 – 359

230

218.5 – 241.5

207 – 253

230 – 240

138

131.1 – 144.9

124.2 – 151.8

138 – 144

115

109.25 – 120.75

103.5 – 126.5

115 – 120

69

65.55 – 72.45

62.1 – 75.9

69 – 71.5

Some TOs utilize different Normal (Basecase) and Emergency (Post-Contingency) voltage operating limits than the general voltage guidelines.  These limits can be seen under the Network Limits display.



	SOL Comms
	If electronic communication of SOL exceedances is unavailable, refer to section 3.8, “SOL Exceedance Communications Thresholds”, for criteria of manually communicating SOL exceedances.  

	1
	Monitor the voltage contingency violations and Basecase voltage violation displays in RTCA

WHEN:

· Indicated by SCADA alarms, RTCA or by a TO of voltage concerns;

THEN:

· Determine if the SCADA is of similar magnitude to the pre-contingency value.  

· Example:  Review nearby kV measurements

· Review “Voltage Tracking Issues Spreadsheet” on SharePoint to ensure the Basecase/contingency is not listed

· If listed, no further action needed. 

IF:

· Inaccurate;

THEN:

· Notify the Shift Supervisor and Operations Support Engineer to investigate.

· Log in “Voltage Tracking Issues” on SharePoint

· Make log entry.

	2
	IF:

· Accurate;

THEN:

· Discuss the voltage concern with the appropriate TO
· Has the TO utilize all static reactive power resources? (capacitors, reactors, change transformer taps)
Typical Script to appropriate TO:

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is instructing [TO] to [Raise/Lower] voltage at [specify bus] by [Closing/Opening/Adjusting] [Cap/Reactor/Transformer Tap] to resolve a [Basecase Voltage Violation/RTCA Voltage Contingency Violation].  [TO] please repeat this instruction back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.
IF:

· Additional reactive support or coordination is needed to clear the violation;

THEN:

· Discuss with the appropriate TO and come to an agreement as to the proper action.  This could be transmission switching, adjusting voltage at a nearby Generation Resource or ESR, bringing on an additional Resource, returning a planned outage, or development of an CMP 

IF:

· The TO needs assistance from ERCOT to get voltage adjusted at a Resource;

THEN:

· Instruct the appropriate QSE to raise or lower bus voltage, 

· The QSE should complete the requested in no more than five minutes. 

Typical Script to appropriate QSE:

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is instructing [QSE] to [raise or lower] voltage at [specify bus] by [+1 or 2kV or -1 or 2kV] for a target of [target kV].  [QSE] please repeat this instruction back to me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the process until the repeat back is correct.

	3
	When voltage issue has been resolved notify the impacted TO.

	East HVDC Tie Voltage Limits

	Note
	The East HVDC tie has voltage limits depending on the tie condition.

See Desktop Guide Transmission Desk 2.19

	1
	WHEN:

· Notified by AEP TOP that Reactors have been placed in/out of service on the East DC tie

THEN:

· Notify the DC tie desk operator 

	Log
	Log all actions.

	Future Voltage Studies or Issues

	
	
· 

· 

· 

· 

· 

· 

· 

· 


	NOTE
	Each hour run a STNET study for Two hours out (example it is 0100, run study for 0300) to review voltage violations. 

	
	WHEN:

· Notified by the Alternate Control Center or RUC Operator of future voltage violations;

THEN:

· Review the “Voltage Tracking Issues” on SharePoint.  If it is reoccurring, the solution may be listed on the “Resolutions” tab 

IF:

· Any capacitors or reactors are AVAILABLE that can address the violation;
THEN:

· Ensure the capacitor or reactor clears the violation
IF:

· Additional reactive support or coordination is needed to address the violation;
THEN:

· Discuss the identified future voltage violations with the appropriate TO and come to an agreement as to the proper action. This could be transmission switching, development of a CMP, making reactive devices available, or RUC commitment of additional generation
IF:

· An Off-Line Resource is needed to resolve the voltage violation;
THEN:

· Coordinate with the RUC Operator to RUC commit the Resource

	Voltage Contingencies
	IF:

· Voltage contingencies exist;
THEN:

· Check “Voltage Tracking Issues” spreadsheet on SharePoint to ensure the contingency is not listed.

· If not listed, convey the voltage violations to the Transmission and Security Operator with the potential resolution

· Validate the resolution

· Create a savecase, use naming convention “SC_TRAN (HE)_(DATE)

· Make at least one detailed log entry per shift that the studies are being executed.   If any new voltage violations are identified that do not have a solution, log the information and notify the Transmission and Security Operator of the new violation(s)

· Update the “Voltage Tracking Issues” spreadsheet listing the new voltage violation with the contingency resolution.
IF:

· Unsolved contingencies exists;

THEN:

· Communicate any unsolved contingency to the Shift Engineer and Transmission Security Desk Operator with potential solutions.

· Some potential solutions could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP.

· Validate the resolution

· Update the “Voltage Tracking Issues” spreadsheet listing the new unsolved contingency with the contingency resolution.

	Violated 

Constraints
	REVIEW REFERENCE DISPLAYS:

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Binding Constraint Summary

Market Operation>Reliability Unit Commitment>HRUC Displays>DSP Displays> DSP Constraint Summary

REVIEW:

· Violated constraints.  If needed, notify Operations Support Engineer to determine the validity; 

IF:

· Invalid, no further action is required;

IF:

· Valid; AND

· Related to a phase shifter tap settings,

THEN:

· Notify Operations Support Engineer to determine and determine if adjusting a Phase Shifter would reduce the flow, 

· Create Suggestion Plan for Constraint,

· Manually RUC commit resources as needed 
· 

	Phase Angles
	Monitor phase angles during the 2 hour ahead voltage studies

IF:

· Phase angle exceedances exists;

THEN:

· Communicate any phase angle exceedances to the Shift Engineer and Transmission Security Desk Operator for potential solutions.

· Some potential solutions could be transmission switching, creation of a manual constraint, bringing on an additional Resource, returning a planned outage, or development of a CMP.

	Log
	Log all actions.

	ERCOT requesting Resource to operate beyond URL

	Exceeding

URL or

Reducing

Output
	If ERCOT determines that a Generation Resource or ESR should be instructed to provide additional MVAr beyond its URL or that a Generation Resource’s real power output should be decreased to allow the Generation Resource to provide additional Reactive Power beyond the URL, ERCOT shall issue a Resource-specific  Dispatch Instruction / Operating Instruction requiring any change in Reactive Power and/or real power output, except that ERCOT may not require a Generation Resource to exceed its excitation limits.

IF:

· A QSE communicates that an ERCOT or TO voltage instruction requires the Generation Resource or ESR to exceed its Unit Reactive Limit (URL) or the Resource must reduce MW;

THEN:

· Request the QSE to follow the instruction and inform them that Operations Analysis will make the verification and either an electronic Dispatch Instruction for settlements will be issued or a call with an explanation will be followed up on the next business day
· Send e-mail to Operations Analysis and shiftsupv with the following information:
· Resource name

· Specific voltage set point.  

· Start time

· End time



	QSE

Performance
	Maintain a log of QSEs acknowledgements of Dispatch Instructions / Operating Instructions concerning scheduled voltage or scheduled Reactive output requests.  QSEs responding in less than two minutes from the time of issuance shall be deemed satisfactory.

	Voltage Security Assessment Tool (VSAT)

	Note
	VSAT and RUC perform full AC analysis of all contingencies.  

	1
	IF:

· Any of the monitored VSAT scenario results approaches the Reliability margins listed in the table below;

THEN:

· Manually rerun the entire sequence of RTNET, RTCA, and RTDCP (VSA)

· Confirm VSAT indicates either “Normal” or “Pending”

Reliability Margin Table

Scenario Name

 Margin

LAREDO
25MW
N-H_G
200MW
N-H_L
200MW
PNHNDL
50MW
O-VAL_L
100MW
For N-H_G and N_H_L:

Refer to section 4.4 North-Houston Voltage Stability Limit of this procedure.

	2
	IF:

· VSAT indicates that a Reliability Margin may be exceeded;

THEN:

· Determine if the current Reliability Margin pre-contingency value is less than the Margin on the table in the previous step.

· If no, no further action is required.

· If yes, go to Step 3.

	3
	Determine the contingency status in RTCA (solved/unsolved).

IF:

· Solved,

· Have Operations Support Engineer verify if the problem is real,

· If real, request information on weak bus,

· Request the TO in the affected area turn on capacitor banks and turn off reactors near the weak busses.

· If not real, no further action is required.

· Unsolved,
· Notify Shift Supervisor and Operations Support Engineer

· Manually dispatch fast ramp generators to increase generation in weak bus area.

· If all online units are at maximum capacity

· Coordinate with the RUC Operator to RUC commit additional resources in the weak bus area that are available.

	4
	WHEN:

· Capacitor banks are placed in service;

THEN:

· Rerun VSAT with new topology.

	5
	Determine if the current Reliability Margin pre-contingency value is greater than the Margin Value from the table above.

IF:
· The current Reliability Margin pre-contingency value is greater than the Margin;

THEN:

· No further action is required.

OR

IF:

· The current Reliability Margin pre-contingency value is less than the Margin;

THEN:

· Determine if there are more units available in the affected area, AND

· Repeat the process starting with Step 3.

If no additional generation is available, continue.

	6
	IF:

· No additional generation is available;

THEN:
· Notify Operations Support Engineer to create a Mitigation Plan.

	Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)

	Note
	Each QSE’s Generation Resource or ESR providing VSS shall operate with the unit’s Automatic Voltage Regulator (AVR) in the voltage control mode unless specifically instructed to operate in manual mode by ERCOT.

	Note
	The status of each PSS and AVR can be viewed at EMP applications>SCADA>Unit AVR/PSS Summary EMS Display. 

	1
	Monitor each QSE’s Generation Resource or ESR AVR status.
WHEN:

· A discrepancy is identified;

THEN:

· Verify the discrepancy with the QSE or TO

IF:
· Determine if the AVR is in manual or in Power Factor Mode;

THEN:
· Instruct the QSE or TO to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service,

NOTIFY:

· The appropriate TO of the status, if not already done so by QSE,

· Enter the status change information into the ERCOT Logs,

· Log type of “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being placed in or taken out of service).

· Include that the TO has been notified of change in status

· Copy and paste the log entry into an e-mail and send to

· “Operations Analysis”

· “OPS Support Engineering”

· “OPS Advanced Network Applications”

· “1 ERCOT System Operators”

	2
	WHEN:

· Notified by a QSE or TO of a PSS or AVR in manual or in Power Factor Mode;

THEN:

· Instruct the QSE or TO to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service,

NOTIFY:

· The appropriate TO of the status, if not already done so by QSE,

· Enter the status change information into the ERCOT Logs,

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being placed in or taken out of service).

· Include that the TO has been notified of change in status

· Copy and paste the log entry into an e-mail and send to

· “Operations Analysis”

· “OPS Support Engineering”

· “OPS Advanced Network Applications”

· “1 ERCOT System Operators”

	3
	WHEN:

· Notified by a QSE that the PSS or AVR is in Auto and back in service;

NOTIFY:

· The appropriate TO of the status, if not already done so by QSE,

· Enter the status change information into the ERCOT Logs,

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being placed in or taken out of service).

· Include that the TO has been notified of change in status

· Copy and paste the log entry into an e-mail and send to

· “Operations Analysis”

· “OPS Support Engineering”

· “OPS Advanced Network Applications”

· “1 ERCOT System Operators”

	Log
	Log all actions.

	Generator Voltage Set Points

	Note
	TOs may change Voltage Set Points for Generators different than in the seasonal Voltage Profiles as necessary.  TOs are required to telemeter Voltage Set Point targets and measurements at the POI for each Generation Resource or ESR.  Generation Resources or ESR (greater than 20 MVA) are required to maintain the voltage at the POI within its KV based tolerance band of the target.

	Note
	The current status of each Voltage Set Point target and measurement can be viewed at EMP applications>SCADA> Voltage Set Point Display.   (ERCOT to QSE communication) Additionally, after going to Unit Voltage Set Point Display (Voltage Set Point tab), >Related Displays>Voltage Set Point Communication Display. (TO ERCOT communication)

	Note
	Generators have up to 5 minutes to respond (make adjustments) to a new Voltage Set Point Instruction even if the Generator is within the tolerance band of the new Voltage Set Point.  If a Generator cannot maintain the POI voltage within the tolerance band of the Voltage Set Point, it must notify it’s TO within 15 minutes of a new Voltage Set Point instruction OR within 30 minutes of an existing Voltage Set Point instruction OR notify ERCOT within 15 minutes of a VSS Dispatch Instruction from ERCOT. 

	Note
	When a Voltage Set Point target is entered outside of a reasonability range (.95 to 1.05 pu), the EMS will hold the last good target and identify the target as “Unreasonable”.  

	1
	IF:

· A Generation Resource or ESR is not maintaining voltage at the POI within its KV based tolerance band (checked as “Violated”).

· 345KV = +/- 4 KV of target

· 230KV = +/- 3 KV of target

· 138KV = +/- 2 KV of target

· 115KV = +/- 2 KV of target

·   69KV = +/- 1 KV of target

THEN:

· Instruct the TO to utilize available static reactive devices and if still necessary, coordinate with the resources to make adjustments to maintain the voltage at the POI at the Voltage Set Point target within its tolerance band.

	2
	IF:

· A Voltage Set Point Target is checked as “Unreasonable”;

THEN:

· Contact the appropriate TO,

· State that ERCOT has received an unreasonable Voltage Set Point target (outside of .95 to 1.05 pu),

· Instruct TO to enter the correct Voltage Set Point target.

	Log
	Log all actions.


7.1
Market Notifications

Procedure Purpose: Guidelines for issuing Emergency Conditions and the four possible levels: Operating Condition Notices (OCN), Advisories, Watches, and Emergency Notices.

	Protocol Reference


	3.1.4.6
	6.5.9.3

	6.5.9.3.1
	6.5.9.3.2

	
	6.5.9.3.3
	6.5.9.3.4
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	
	
	
	


	Version: 1 
	Revision: 36
	Effective Date:  August 1, 2024


	Step
	Action

	Note
	· ERCOT is in an Emergency Condition whenever ERCOT Transmission Grid status is such that a violation of security criteria presents the threat of uncontrolled separation or cascading Outages and/or large-scale service disruption to Load (other than Load being served from a radial transmission line) and/or overload of a Transmission Element, and no timely solution is obtainable through SCED or CMPs.

· Consider the severity of the potential Emergency Condition prior to the issuance of a notification.  The severity of the Emergency Condition could be limited to an isolated local area, or the condition might cover large areas affecting several entities, or the condition might be an ERCOT-wide condition potentially affecting the entire ERCOT System.

· The sequence of notifications issued may vary due to changing system conditions or other operational issues and it may be necessary to skip certain notifications due to the severity of the situation.

	Operating Condition Notice (OCN)

	Note
	OCN’s are used to inform Market Participants of a possible future need for more Resources due to conditions that could affect ERCOT System reliability.  OCNs are for informational purposes only and may solicit additional information to determine whether the issuance of an Advisory, Watch, or Emergency Notice is warranted. OCNs serve as a reminder to QSEs and TSPs that some attention to the changing conditions may be warranted.

	1
	As instructed by the Shift Supervisor or when appropriate, issue an OCN.  The OCN can be issued for any of the following reasons:

· Insufficient Resources to meet forecasted conditions

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources

· When extreme cold weather is developing and forecasted to impact the ERCOT Region
· When extreme hot weather is forecasted to impact the ERCOT Region

· When a Hurricane or Tropical Storm is developing and forecasted to impact the ERCOT Region 

· Unplanned transmission Outages that may impact reliability

When anticipated adverse weather conditions are forecasted, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness.

	Advance Action Notice (AAN)

	Note
	Outage Adjustment Evaluation (OAE)

Outage Schedule Adjustment (OSA)

An AAN is a type of OCN, ERCOT may issue an AAN in anticipation of a possible Emergency Condition.  An AAN will identify actions ERCOT expects to take to address the condition unless the need for ERCOT action is alleviated by QSE and/or TSP actions or by other system developments.

	1
	As instructed by the Shift Supervisor and in coordination with Outage Coordination and Operations Support, issue an AAN.  The AAN can be issued for any of the following reasons:

· Insufficient Resources to meet forecasted conditions

· There is a projected reserve capacity shortage in DRUC that could affect reliability and may require more Resources
· When extreme cold weather is developing and forecasted to impact the ERCOT Region
· When extreme hot weather is forecasted to impact the ERCOT Region

· When a Hurricane or Tropical Storm is developing and forecasted to impact the ERCOT Region 

· Unplanned transmission Outages that may impact reliability

When anticipated adverse weather conditions are forecasted, ERCOT may confer with TOs and QSEs regarding the potential for adverse reliability impacts and contingency preparedness.

	Advisory

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Advisory.  The Advisory can be issued for any of the following reasons:

· When the probability of an approaching Hurricane or Tropical Storm impacting the ERCOT Region increases, and concerns exist to escalate awareness

· When the probability of extreme cold weather impacting the ERCOT Region increases, and concerns exist to escalate awareness
· When the probability of extreme hot weather impacting the ERCOT Region increases, and concerns exist to escalate awareness

· When conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term reliability

· ERCOT exercises its authority to increase Ancillary Service requirements above the quantities originally specified in the Day-Ahead Market in accordance with ERCOT procedures

· When extreme weather or ERCOT System conditions require more lead-time than the normal Day-Ahead Market allows

· Transmission system conditions are such that operations within security criteria are not likely or possible due to Forced Outages or other conditions unless a CMP exists

· Loss of communications or control condition is anticipated or significantly limited

· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Watch

	1
	As instructed by the Shift Supervisor or when appropriate, issue a Watch.  The Watch can be issued for any of the following reasons:

· A reserve capacity shortage is projected with no market solution available that could affect reliability 

· When an approaching Hurricane or Tropical Storm is imminent and anticipated to have an adverse impact on the ERCOT Region

· When impacts from extreme cold weather is imminent and anticipated to have an adverse impact on the ERCOT Region
· When impacts from extreme hot weather is imminent and anticipated to have an adverse impact on the ERCOT Region

· Conditions have developed such that additional Ancillary Services are needed in the Operating Period

· Insufficient Ancillary Services or Energy Offers in the DAM

· Market-based congestion management techniques embedded in SCED will not be adequate to resolve transmission security violations 

· Forced Outages or other abnormal operating conditions have occurred, or may occur that would require ERCOT to operate with active violations of security criteria as defined in the Operating Guides unless a CMP exists

· ERCOT varies from timing requirements or omits one or more Day-Ahead or Adjustment Period and Real-Time procedures.

· ERCOT varies from timing requirements or omits one or more scheduling procedures in the Real-Time process

· The SCED process fails to reach a solution, whether ERCOT is using one of the measures in Failure of the SCED Process. 

· The need to immediately procure Ancillary Services from existing offers

· ERCOT may instruct TOs to reconfigure transmission elements as necessary to improve the reliability of the system
· ERCOT may require information from QSEs representing Resources regarding the Resources’ fuel capabilities. Requests for this type of information shall be for a time period of no more than seven days from the date of the request

	Emergency Notice

	1
	As instructed by the Shift Supervisor or when appropriate, issue an Emergency Notice.  The Emergency Notice can be issued for any of the following reasons:

· Loss of Primary Control Center Functionality

· Load Resource deployment for North-Houston voltage stability
· Load Resource deployment for South Texas IROL’s.
· ERCOT cannot maintain minimum reliability standards (for reasons including fuel shortages) during the Operating Period using every Resource practically obtainable from the market

· Immediate action cannot be taken to avoid or relieve a Transmission Element operating above its Emergency Rating

· ERCOT forecasts an inability to meet applicable Reliability Standards and it has exercised all other reasonable options

· A transmission condition has been identified that requires emergency energy from any of the DC-Ties or curtailment of schedules

· The Transmission Grid is such that a violation of security criteria as defined in the Operating Guides presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load (other than Load being served from a radial transmission line) and/or overload of Transmission Elements, and no timely solution is obtainable through SCED or CMPs

· When extreme cold weather is beginning to have an adverse impact on the ERCOT System
· When extreme hot weather is beginning to have an adverse impact on the ERCOT System
· When a Hurricane or Tropical Storm is beginning to have an adverse impact on the System

	Operating Condition Scripts

	Hotline
	Communications must specify the severity of the situation, the area affected, the areas potentially affected, and the anticipated duration of the Emergency Condition.

T#37 – Typical Hotline Script for Operating Condition [OCN/Advisory/Watch/Emergency]

	Post
	All notices must be posted on the ERCOT Website using Grid Conditions Communications (GCC) Notices.

· For “free form” messages, the “Notice priority” will be specified as follows:

· Operational Information/OCN type messages – low priority

· Advisory/Watch type messages – medium priority

· Emergency type messages – high priority

	Hotline Cancellation
	T#38 – Typical Hotline Script to Cancel Operating Condition [OCN/Advisory/Watch/Emergency]

	Log
	Log all actions.

	Specific Scripts for QSE’s

	Note
	At times, the Real-Time, Resource or RUC operator takes the lead on the issuance of Hotline calls for specific procedures they have.  The following scripts are to help guide you when specific procedures don’t exist for the T/S operator.

	Deployment of Load Resources
	T#40 - Deployment of Load Resources to Maintain a Minimum 500MW of Generation RRS

	SCED

Or 

RLC

Failure
	Note: RLC can fail independently of AGC; this same script will also be used for a RLC failure.  If RLC is failed, SCED will have invalid results.

T#41 - Typical Hotline Script for Watch for SCED/RLC Failure
T#42 - Typical Hotline Script to Cancel Watch for SCED/RLC Failure


	EMMS

(LFC and RLC/SCED)

Failure
	T#43 - Typical Hotline Script for Emergency Notice for LFC/EMS and SCED Failure

T#44 - Typical Hotline Script to Cancel Emergency Notice for LFC/EMS Functioning, SCED valid

	Increasing Amount of Ancillary Services
	T#45 - Typical Hotline Script for Watch to Increase Ancillary Services and Open SASM
T#46 - Typical Hotline Script to Cancel Watch to Increase Ancillary Services 

	A/S Insufficiency

Offers in DAM
	T#47 - Typical Hotline Script for Watch for Insufficient AS Offers in DAM
T#48 - Typical Hotline Script to Cancel Watch for Insufficient A/S Offers in DAM

	A/S Insufficiency

from DAM
	T#49 - Typical Hotline Script for A/S insufficiency in DAM
T#50 - Typical Hotline Script Cancellation

	REG/

RRS - RUC Committed Shortages
	T#51 - Typical Hotline Script for Watch for Insufficient A/S  Offers
T#52 - Typical Hotline Script to Cancel Watch for Insufficient A/S Offers

	DAM Timeline

Deviation
	T#53 - Typical Hotline Script for Advisory for DAM Timeline Deviation 

T#54 - Typical Hotline Script to Cancel Advisory for DAM Timeline Deviation

	DAM Failure
	T#55 - Typical Hotline Script for Watch for DAM Failure 

T#56 - Typical Hotline Script to Cancel Watch for DAM Failure 

	DRUC Delay or Timeline Deviation
	T#57 - Typical Hotline Script for Advisory for DRUC Timeline Deviation 
T#58 - Typical Hotline Script to Cancel Advisory for DRUC Timeline Deviation

	DRUC  Timeline not Met
	T#59 - Typical Hotline Script for Watch for DRUC not completing by 18:00 

T#60 - Typical Hotline Script to Cancel Watch for DRUC not  completing by 18:00

	HRUC Failure or Timeline Deviation
	T#61 - Typical Hotline Script for Watch for HRUC Failure / Timeline Deviation 

T#62 - Typical Hotline Script to Cancel Watch for HRUC Failure/Timeline/Deviation

	DRUC

Committed 

For Capacity

Shortage
	T#63 - Typical Hotline Script for OCN for Projected Reserve Capacity Shortage 

T#64 - Typical Hotline Script to Cancel OCN for Projected Reserve Capacity Shortage


	Excess Generation
	T#65 - Typical Hotline Script for OCN for Projected Excess Reserve Capacity 

T#66 - Typical Hotline Script to Cancel OCN for Projected Excess Reserve Capacity

	Projected Reserve Capacity Shortage with no market solution
	T#67 - Typical Hotline Script for Watch for Projected Reserve Capacity Shortage with No Market Solution
T#68 - Typical Hotline Script to Cancel Watch for Projected Reserve Capacity Shortage with No Market Solution

	RMR Projected Reserve Capacity Shortage
	T#69 - Typical Hotline Script for Watch for Projected Reserve Capacity Shortage with No Market Solution, RMR recommended
T#70 - Typical Hotline Script to Cancel Watch for Projected Reserve Capacity Shortage with No Market Solution, RMR recommended

	Execute a SASM
	T#86 - Typical Hotline Script to Execute a SASM for Failure to Provide/Infeasibility

	BAAL Firm Load Shed
	 T#8 EEA3 Firm Load Shed

T#10 EEA3/BAAL Restore All Firm Load


	Unannounced Constant Frequency Control Test
	T#99 QSE on Constant Frequency Control for Unannounced Constant Frequency Control Test
T#100 Cancel QSE on Constant Frequency Control for Unannounced Constant Frequency Control Test


8.4
Significant Weather Events

Procedure Purpose:  Monitor severe weather conditions for the ERCOT Region and regions outside of ERCOT which can arise with little or no warning that could potentially impact system reliability.
	Protocol Reference
	3.1.4.6
	6.3.2(3)(a)(ii)
	6.5.9.3.1
	6.5.9.3.2(4)

	
	6.5.9.3.4
	
	
	

	Guide Reference
	4.2.1
	4.2.2
	4.2.3
	4.2.4

	NERC Standard
	EOP-011-2

R1, R1.1, R1.2, R1.2.2, R1.2.6, R1.2.6.2, R2, R2.1, R2.2, R2.2.9, R2.2.9.1, R2.2.9.2
	TOP-001-6

R8
	
	


	Version: 1 
	Revision: 17
	Effective Date:  August 1, 2024


	Step
	Action

	Note
	· Significant weather events are those that do not meet the criteria of the extreme hot, extreme cold, hurricane, or tropical storm procedures

· Significant weather events can consist of, but are not limited to the following:

· Tornados

· Strong straight-line winds

· Flooding

· Freezing precipitation

· Wild Fires

· The ERCOT Meteorologist may provide forecasts to supplement other Weather Service data information.

· The sequence of actions taken, or notifications issued may vary due to system conditions or other operational issues and it may be necessary to skip actions due to the severity of the situation. To the extent possible, and when prudent, actions that were skipped may be implemented at a later time or date.

	OCN/

Advisory/

Watch
	When a significant weather event arises that could or does impact the ERCOT Region, using the Hotline, issue a notification to the TOs:

T#84 - Typical Hotline Script for OCN/Advisory/Watch for other Weather Events

	Note
	Coordinate with Outage Coordination, as needed, for the review of existing and planned outages to be withdrawn/rejected and/or restored.

Coordinate with Operations Support, as needed, as recommendations may be needed on the situation based on the Resource requirements and transmission topology.

	Post
	Coordinate with the Real-Time and Resource Operator for the posting of the notices on the ERCOT Website.

	Cancel

Posting
	Coordinate with the Real-Time and Resource Operator for the cancelation of the postings on the ERCOT Website.  

	Log
	Log all actions.


11. Primary Control Center Functionality
11.1
Loss of Primary Control Center Functionality

        Procedure Purpose: Provide instructions for responding to conditions that cause the primary control center to become inoperable or uninhabitable while continuing to meet its obligations with regard to the reliable operations of the ERCOT system and ensuring the safety of control center personnel.
	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	EOP-008-2

R1, R1.2, R1.2.1, R1.4 R1.6, R1.6.1, R1.6.2, 1.6.3, R4
	TOP-001-5

R9
	
	


	Version:  1
	Revision:  0
	Effective Date:  August 1, 2024


	Step
	Action

	Contact Security
	IF:

· Unable to reach any Operator at the PCC (also trying Alternative Interpersonal Communication capability);

THEN:

· Check the control center video camera to determine the status of the PCC and personnel,

· Contact Security at the ACC

· Notify them of the situation AND
· Have them attempt to make contact with Security at PCC.

· Have them contact you with information acquired OR
IF:

· Notified by the PCC that they are evacuating and/or transferring sites OR
· control center video and Security confirms evacuation;

THEN:

· Continue with procedure.  


	Step
	Action

	IROL
	Monitor and take actions on all IROL’s; the actual flow MUST NOT exceed its limit.  If necessary, the System Operator has the authority to direct load shedding before the IROL has been exceeded

	3-Part


	When issuing an Operating Instruction, follow three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement

	Systems are Functional

	Call in Additional Operators
	Coordinate with the DC-Tie operator and activate the NXT scenario to call in additional shift personnel, which includes a Shift Supervisor. 

 SELECT:

· SO Loss of Control Room at Taylor, OR;

· SO Loss of Control Room at Bastrop.

An email will be received after 10 minutes with a report of who has responded along with their estimated time of arrival.

	TO

Hotline

Call
	T#91 - Typical Hotline Script Emergency Notice Loss of Primary Control Center (Systems are Functional)


	Additional Notifications
	The Director Control Room Operations and/or Designee will notify the following:

· Help Desk (to notify GMS Support and IT Infrastructure (Telecommunications and Data Center)

· Engineering Support

These phone numbers are also programmed into the control room cell phone.

	ERCOT Website
Posting
	As time permits, post the Emergency Notice on the ERCOT Website.

Typical Posting Script:
ERCOT has issued an Emergency Notice for the loss of the primary control center, all systems are functioning.

	Respond to TO’s
	Monitor frequency and re-run SCED/use (manual offset) as needed.

IF:

· TO’s call in with questions about operational timelines or non real-time issues;

THEN:

· Notify the TO’s that timelines and non real-time issues will be addressed when additional staff arrive,

· Document TO’s calls to pass along to the appropriate Operators as they arrive.

	Real-time Contingency Analysis (RTCA)
	Operations Support will assist in monitoring the RTCA functionality including results and may communicate suggested actions as needed.

	Respond to TOs Thermal/ Voltage Limits Reached (SOL)
	IF:

· Thermal limits have reached their continuous rating, OR

· Notified by Operations Support or a TO that thermal limits have reached their continuous rating; 

THEN:

· Activate associated constraint, OR

· Seek a recommendation from Operations Support or the appropriate TO as to what actions will alleviate the situation,

· Issue unit specific Operating Instructions as necessary to QSE.  (Follow-up with electronic Dispatch Instruction confirmation as time permits),

· Continue to monitor to determine the effect of the plan.
ERCOT Nominal Voltage Levels are 345kV, 230kV, 138kV, 115kV and 69kV.

The general voltage guidelines are as follows (listed in kV):

Nominal Voltage

Normal Operating Limits

Emergency Operating Limits

Ideal Voltage Range

345

327.75 – 362.25

310.5 – 379.5

345 – 359

230

218.5 – 241.5

207 – 253

230 – 240

138

131.1 – 144.9

124.2 – 151.8

138 – 144

115

109.25 – 120.75

103.5 – 126.5

115 – 120

69

65.55 – 72.45

62.1 – 75.9

69 – 71.5

Some TOs utilize different Normal (Basecase) and Emergency (Post-Contingency) voltage operating limits than the general voltage guidelines.  These limits can be seen under the Network Limits display.

WHEN:

· Indicated by SCADA alarms, OR

· Notified by Operations Support or a TO of voltage concerns;

THEN:

· Initiate a solution in collaboration with Operations Support and the appropriate TO and QSE in the area.

WHEN:

· TOs have utilized all Static Reactive Power Resources (capacitors, reactors, change in transformer taps) and a voltage issue still remains;

THEN:

· Instruct a QSE to raise or lower bus voltage, 

· The QSE should complete the requested in no more than five minutes. 

Typical Script:

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is instructing [QSE] to [raise or lower] voltage at [specify bus] by [+1 or 2kV or -1 or 2kV] for a target of [target kV].  [QSE] please repeat this instruction back to me.  That is correct, thank you.”

	GTCs
	IF:

· Any of the GTCs is approaching 85%, OR

·  Notified by Operations Support or a TO that a GTC (this includes the IROL) is approaching 85%;

THEN:

· Activate the associated “BASECASE” constraint in TCM

· Update RTMONI with new limit each time it changes

	Log
	Make log entry of events.

	Systems are not Functional

	NOTE
	Market Participants must be notified of unplanned outages of 30 minutes or more, of telemetering, monitoring and assessment capabilities, and associated communication channels between affected entities.

	Monitor Frequency
	The ability to view an adequate Frequency source may be limited during a site-failover, database load, or if AGC is temporarily unavailable.  To view the System Frequency during these conditions you may monitor the following sources.

· ERCOT control room digital wall frequency displays

· PI ProcessBook → ERCOT → TrueTime Frequency (Taylor) and/or

· PI ProcessBook → ERCOT → TrueTime Frequency (Bastrop)
It may be necessary to reload the PI ProcessBook “ERCOT Main Summary” display to show the historical data.

	Call in Additional Operators
	Coordinate with the DC-Tie operator and activate the activate the NXT scenario to call in additional shift personnel, which includes a Shift Supervisor. 

 SELECT:

· SO Loss of Control Room at Taylor, OR;

· SO Loss of Control Room at Bastrop.

An email will be received after 10 minutes with a report of who has responded along with their estimated time of arrival.

	TO

Hotline

Call
	· T#92 - Typical Hotline Script Emergency Notice Loss of Primary Control Center (Systems are NOT Functional)
· If either Hotlines are inoperable, phone numbers can be found on SharePoint under OPX & LD Numbers.

	ERCOT Website
Posting
	As time permits, post the Emergency Notice on the ERCOT Website.

· Typical Posting Script:
ERCOT has issued an Emergency Notice for the loss of the primary control center, systems are not functioning.

	Additional Notifications
	· The Director Control Room Operations and/or Designee will notify the following:

· Help Desk (to notify GMS Support and IT Infrastructure (Telecommunications and Data Center)

· Engineering Support

These phone numbers are also programmed into the control room cell phone.

	Real-time Contingency Analysis (RTCA)
	Operations Support will be responsible for the State Estimator and RTCA functionality and ensuring an RTA is performed at least every 30 minutes.  They will communicate results and any suggested actions as needed.

	Respond to TOs Thermal/ Voltage Limits Reached (SOL)
	IF:

· Notified by Operations Support or a TO that thermal limits have reached their continuous rating; 

THEN:

· Seek a recommendation from Operations Support or the appropriate TO as to what actions will alleviate the situation, and issue unit specific Operating Instructions to appropriate QSE. 

· Continue to monitor to determine the effect of the plan.

ERCOT Nominal Voltage Levels are 345kV, 230kV, 138kV, 115kV and 69kV.

The general voltage guidelines are as follows (listed in kV):

Nominal Voltage

Normal Operating Limits

Emergency Operating Limits

Ideal Voltage Range

345

327.75 – 362.25

310.5 – 379.5

345 – 359

230

218.5 – 241.5

207 – 253

230 – 240

138

131.1 – 144.9

124.2 – 151.8

138 – 144

115

109.25 – 120.75

103.5 – 126.5

115 – 120

69

65.55 – 72.45

62.1 – 75.9

69 – 71.5

Some TOs utilize different Normal (Basecase) and Emergency (Post-Contingency) voltage operating limits than the general voltage guidelines.  These limits can be seen under the Network Limits display.
WHEN:

· Notified by Operations Support or a TO of voltage concerns;

THEN:

· Initiate a solution in collaboration with Operations Support and the appropriate TO and QSE in the area.

WHEN:

· TOs have utilized all Static Reactive Power Resources (capacitors, reactors, change in transformer taps) and a voltage issue still remains;

THEN:

· Instruct the appropriate QSE to raise or lower bus voltage, 

· The QSE should complete the requested in no more than five minutes. 

Typical Script:

“This is ERCOT Operator [first and last name].  At [xx:xx], ERCOT is instructing [QSE] to [raise or lower] voltage at [specify bus] by [+1 or 2kV or -1 or 2kV] for a target of [target kV].  [QSE] please repeat this instruction back to me.  That is correct, thank you.”

	GTCs
	IF:

· Notified by Operations Support or a TO that a GTCs (which includes the IROL) is approaching 85% and is continuing to trend upward;

THEN:

· Seek a recommendation from Operations Support or the appropriate TO as to what actions will alleviate the situation,

· Issue unit specific Operating Instructions as necessary to QSE, (Follow-up with electronic Dispatch Instructions as time permits).

· Continue to monitor to determine the effect of the plan.

	Thermal Limits Reached (SOL)
	IF:

· Notified by Operations Support or a TO that thermal limits have reached their emergency rating and are continuing to trend upward, 

THEN:

· Seek a recommendation from Operations Support or the appropriate TO as to what actions will alleviate the situation, and issue unit specific Operating Instructions as necessary (Follow-up with electronic Dispatch Instruction as time permits)

· Continue to monitor to determine the effect of the plan.

	Electronic

Dispatch 

Instruction
	When issuing a VDI or confirmation, ensure the use of three-part communication:

· Issue the Operating Instruction

· Receive a correct repeat back

· Give an acknowledgement



	Log
	Log all actions.


11.2
Restoration of Primary Control Center Functionality

               Procedure Purpose: To be performed once additional staff has reported to the alternate Control Center and Grid can return to normal operations.

	Protocol Reference
	
	
	
	

	Guide Reference
	
	
	
	

	NERC Standard
	
	
	
	


	Version:  1
	Revision:  0
	Effective Date:  August 1, 2024


	Step
	Action

	NOTE:
	As additional Operators arrive, communicate any pertinent information that will assist them in getting their specific functions ready for normal operation.

	Additional

Operators
	When a Real-Time Operator has arrived, turn over frequency control to that Operator and assist with other needs such as approve any E-Tags waiting.

	Notification of Additional Operators
	WHEN:

· Fully staffed;

THEN:

· Make notification using the NXT - SO Loss of CC Operations Resumed.

	Help

Desk
	Make notification to Help Desk that the Control Room is now back to normal operations from the alternate.

	Contact Security
	Notify Security that the transition of Operations to the ACC has been completed.

	Log
	Log all actions.
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Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT

Added to make call to HHGT
	September 12, 2012

	2.2

3.1

3.2

3.3

3.4

4.1

4.3

4.4

4.5

5.1

5.2

6.1

7.4

8.3

9.1


	1.0 / 1

1.0 / 4

1.0 / 2

1.0 / 10

1.0 / 2

1.0 / 19

1.0 / 11

1.0 / 12

1.0 / 10

1.0 / 6

1.0 / 1

1.0 / 13

1.0 / 7

1.0 / 5

1.0 / 4


	Added Hotline Call Communication

Moved protective relay section to 5.2

Updated step 3

Split VSAT/TSAT and SE/RTCA out into separate procedures

Updated steps Immediate Action

Updated step Unknown Operating State, all steps in Evaluate Real-Time Contingency Analysis Results, steps 1, 4 & 6 in Post-Contingency Overloads

Added 1st Note

Added 1st Note, Updated 2nd NOTE & step 0 MW

Updated 2nd Note

Updated Returning from Planned Outage Early

Added new procedure

Updated Exceed URL, Reduce MW, added NOTE & moved step 1 to section 3.3 and renumbered

Added Note

Word smith OCN, Advisory, & Watch

Updated step 1, 2 & 3.  Added step 4 and Log

All procedures in this manual have been reviewed.
	November 1, 2012

	3.2

3.5

4.1

4.4

4.5

6.1

7.2

7.5
	1.0 / 3

1.0 / 0

1.0 / 20

1.0 / 13

1.0 / 11

1.0 / 14

1.0 / 12

1.0 / 7
	Updated step 3

Added procedure 

Updated Note, Constraint Shift Factor Cut Off, Post-Contingency Overloads steps 4-9, QSGR & Managing Constraints in SCED step 2 & 4

Updated step VSAT

Updated Special Protection Systems (SPS) (Identified as RAS in EMS) step 2, Remedial Action Plan (RAP) steps 1-5, & step 3 Pre-Contingency Action Plan (PCAP)

Updated 2nd Note and steps 1-3 Voltage Issues

Deleted step 2 per NPRR 480

Updated all step 1’s & added step 3 to clarify 6.5.9.5.2(1)
	March1, 2013

	2.3

2.4

3.1

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.7

5.1

6.1

7.1

7.2

7.3

7.4

7.6

8.1

8.2

8.3

8.4
	1.0 / 9

1.0 / 3

1.0 / 5

1.0 / 11

1.0 / 1

1.0 / 21

1.0 / 7

1.0 / 12

1.0 / 14

1.0 / 12

1.0 / 8

1.0 / 4

1.0 / 7

1.0 / 15

1.0 / 12

1.0 / 13

1.0 / 12

1.0 / 8

1.0 / 4

1.0 / 6

1.0 / 6

1.0 / 6

1.0 / 6
	Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts

Updated scripts and steps in  Caution, Phase Shifters, Constraint Shift Factor Cut Off, Post Contingency Overloads, deleted Input Displays, added step In Series & Same Element in Managing Constraints in SCED & deleted Managing Congestion during SCED Failure

Updated step 2

Deleted 2nd Note, added GTL and updated scripts 

Deleted 2nd Note, added GTL and updated scripts

Deleted Directives, 1st Note in Mitigation Plan, 1st Note in Temporary Outage Action Plan and updated scripts

Updated scripts

Updated all steps and deleted Cancelation

Updated script

Updated script

Added Generic script and Specific scripts

Updated scripts

Updated scripts

Updated scripts

Updated script

Updated scripts

Updated script

Updated script

Correct spelling and updated script
	June 1, 2013

	2.3

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

7.1

7.2

7.4

7.5
	1.0 / 10

1.0 / 22

1.0 / 9

1.0 / 8

1.0 / 13

1.0 / 15

1.0 / 13

1.0 / 9

1.0 / 5

1.0 / 13

1.0 / 14

1.0 / 8

1.0 / 5
	Updated step EMS Changes and added MMS Changes

Updated step Caution

Updated and moved section 7.4 and renamed to 4.2

Changed section #

Updated and changed section #

Changed section #, IROL & updated step 0MW

Changed section # & updated step 4 in RAPs

Changed section #

Changed section #

Updated step 1 in Watch, Emergency Notice & DRUC Timeline not Met

Updated 2nd Note

Changed section # & step 2

Changed section #
	July 15, 2013

	2.3

4.1

4.2

4.5

6.1

7.1


	1.0 / 11

1.0 / 23

1.0 / 10

1.0 / 16

1.0 / 16

1.0 / 14


	Spelling correction to step MMS Changes

Updated Caution, Constraint Shift Factor Cut Off, step 8 of Post-Contingency Overloads & PUN procedure

Removed the word “load”

Updated step VSAT

Updated 2nd note & step 1 on Voltage Security Assessment Tool (VSAT)

Updated Specific Scripts EMMS (LFC and RLC/SCED)

Failure 
	August 9, 2013

	2.3

2.4

3.3

3.5

4.1

4.2

4.4

4.5

4.6

4.8

7.1

7.2

7.3

7.5

8.1

8.2

8.3

8.4
	1.0 / 12

1.0 / 4

1.0 / 12

1.0 / 2

1.0 / 24

1.0 / 11

1.0 / 14

1.0 / 17

1.0 / 14

1.0 / 6

1.0 / 15

1.0 / 15

1.0 / 13

1.0 / 6

1.0 / 7

1.0 / 7

1.0 / 7

1.0 / 7
	Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference

Removed HHGT TO reference
	August 30, 2013

	4.1

5.1

6.1


	1.0 / 25

1.0 / 8

1.0 / 17


	Updated step 5 in Post-Contingency Overloads

Updated to reflect SCR770 changes

Updated script and added new script for Power System Stabilizers (PSS) & Automatic Voltage Regulators (AVR)
	September 27, 2013

	3.3

3.4

3.5

4.1

4.2

4.4

4.5

4.6

4.7

4.8

4.9

5.1

5.2

6.1

7.1

7.2

7.3

7.5

8.1

8.2

8.3

8.4

9.2

10.1
	1.0 / 13

1.0 / 3

1.0/ 3

1.0 / 26

1.0 / 12

1.0 / 15

1.0 / 18

1.0 / 15

1.0 / 10

1.0 / 7

1.0 / 0

1.0 / 9

1.0 / 1

1.0 / 18

1.0 / 16

1.0 / 16

1.0 / 14

1.0 / 7

1.0 / 8

1.0 / 8

1.0 / 8

1.0 / 8

1.0 / 4

1.0 / 4
	Updated Log steps

Updated Log steps

Updated Log step

Updated step 1 on Review Planned Outage Notes, step 1 for PUNs, Managing Constraints in SCED and Logs

Updated Title, added step 2 and Log steps

Deleted step GTL, updated step 1, and Log

Updated step VSAT, Log and deleted GTL

Updated Log steps

Updated Log steps

Updated Log steps

Added new procedure

Updated steps Definition, Approve Maintenance Outage, Coordinate Maintenance, Coordinate Maintenance Level 2 and 3, Log and step 1 in Simple Transmission Outage

Updated Log steps

Updated VSAT section

Updated Log steps

Updated Log steps

Added step Reserves and Log steps

Updated Log steps

Updated note, OCN, Advisory and Log step

Added note, updated OCN, Advisory, Watch and Log step

Added note, updated OCN, Advisory, Watch and Log step

Updated note and Log step

Updated Log steps

Updated Log steps

All procedures in this manual have been reviewed
	December 13, 2013

	4.2

4.4

4.5

4.6

4.7

4.8

4.9

4.10

7.1
	1.0 / 13

1.0 / 16

1.0 / 19

1.0 / 0

1.0 / 16

1.0 / 11

1.0 / 8

1.0 / 1

1.0 / 17
	Updated 1st Note, step 3, added step 4 & deleted step 5 in Transmission Issues within ERCOT.  Added Note to Transmission/Capacity Issues within the CFE Area

Removed posting requirement

Removed posting requirement

New procedure for new GTL

Updated section number

Updated section number

Updated section number

Updated section number & changed Watch to OCN

Updated to incorporate NPRR542 and update scripts
	January 1, 2014

	4.1

4.2

4.6

7.3

8.4
	1.0 / 27

1.0 / 14

1.0 / 1

1.0 / 15

1.0 / 9
	Updated step 3 in Post-Contingency Overloads

Updated step 3, 4 in Transmission Issues within ERCOT and step 1, 2 & 3 in Transmission/Capacity Issues within the CFE Area

Updated step 1 & 2

Updated steps Reserves and 1 in Restore Firm Load

Updated 1st Note
	February 25, 2014

	4.1

4.2

4.4

4.5

4.8

6.1

7.2

7.4

9.1
	1.0 / 28

1.0 / 15

1.0 / 17

1.0 / 20

1.0 / 12

1.0 / 19

1.0 / 17

1.0 / 9

1.0 / 5
	Updated VDI information

Updated steps in Transmission Issues within ERCOT

Updated VDI information

Updated VDI information

Updated Manual commitment process

Updated VDI information

Updated media appeal language & LM Program

Updated VDI information

Updated step 1 & 3, added step 5
	April 4, 2014

	2.2

4.1

4.2

4.4

4.6

4.7

4.9

6.1

7.1

8.1
	1.0 / 2

1.0 / 29

1.0 / 16

1.0 / 18

1.0 / 2

1.0 / 17

1.0 / 9

1.0 / 20

1.0 / 18

1.0 / 9
	Added VDI to Master QSEs

Updated step 1 in Review Planned Outage Notes, QSGR & Log in Post-Contingency Overloads & PUN steps

Updated section title & step 5, deleted step 3

Updated step 2

Updated step 1 & 2

Updated step 1 in RAP

Deleted Note

Updated Note & Step 1 in Voltage Issues 

Added Note, updated Market Notices Advisory & Watch

Updated scripts
	June 1, 2014

	4.1

4.2

4.7

7.2
	1.0 / 30

1.0 / 17

1.0 / 18

1.0 / 18
	Changed WGR to IRR & updated desktop reference

Updated step 4 & 6

Updated 1st Note

Added Media Appeal & updated step 1 script
	August 1, 2014

	4.1

5.1

6.1

7.1
	1.0 / 31

1.0 / 10

1.0 / 21

1.0 / 19
	Updated desktop reference number & step 3 in Post-Contingency Overloads, added step 4 to PUN section

Updated desktop reference number

Updated step 1, 2 & 3 in Real-Time Voltage Issues, added Future Voltage Issues

Updated Generic Script
	October 1, 2014

	2.3

2.4

3.3

3.5

4.1

4.2

4.4

4.5

4.6

4.7

4.8

4.9

5.1

6.1

7.1

7.2

10.1


	1.0 / 13

1.0 / 5

1.0 / 14

1.0 / 4

1.0 / 32

1.0 / 18

1.0 / 21

1.0 / 3

1.0 / 19

1.0 / 13

1.0 / 10

1.0 / 2

1.0 / 11

1.0 / 22

1.0 / 20

1.0 / 19

1.0 / 5


	Removed references to W-N

Updated scripts

Removed references to W-N/TSAT, combined SE/RTCA

Updated for Operating Guide 4.7

Updated Phase Shifters & removed references to TSAT

Removed references to TSAT & added Future Studies

Deleted West to North procedure and re-numbered

Re-numbered

Re-numbered

Re-numbered

Re-numbered

Re-numbered

Updated step 1

Updated step 2 & 3 in Real-Time Voltage Issues, Future Voltage Issues & Requesting Resource to operate beyond URL

Updated Specific Scripts

Updated EEA2 script

Deleted Requests to decommit in Operating Period

All procedures in this manual have been reviewed
	December 15, 2014

	2.2

4.1

4.2

4.3

4.4

4.7

4.8

6.1

7.4

8.2
	1.0 / 3

1.0 / 33

1.0 / 19

1.0 / 9

1.0 / 22

1.0 / 14

1.0 / 11

1.0 / 23

1.0 / 10

1.0 / 9
	Added definitions for Dispatch and VDIs

Updated “Review Planned Outage Notes” and provided a better flow, deleted redundant steps & added Basecase Overloads, 

Added step Topology Change

Updated to reflect SOL Methodology and provide a better flow

Updated step <200MW

Updated step 1

Updated script

Updated step Exceeding URL or Reducing Output

Updated all steps for better flow

Updated scripts
	March 1, 2015

	3.5

4.2

4.5

4.9

9.1
	1.0 / 5

1.0 / 20

1.0 / 4

1.0 / 3

1.0 / 6
	Updated GMD process

Updated step 2 of Rio Grande Valley

Renamed to GTC Stability and added Ajo – Zorrillo

Updated to new name Generic Transmission Constraint

Updated scripts
	March 30, 2015

	2.3

2.4

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.8

4.9

7.1

7.2

7.3

7.4

7.5

7.6

8.1

8.2

8.3

8.4

9.1
	1.0 / 14

1.0 / 6

1.0 / 15

1.0 / 6

1.0 / 34

1.0 / 21

1.0 / 10

1.0 / 23

1.0 / 5

1.0 / 20

1.0 / 12

1.0 / 4

1.0 / 21

1.0 / 0

1.0 / 20

1.0 / 16

1.0 / 11

1.0 / 8

1.0 / 10

1.0 / 10

1.0 / 9

1.0 / 10

1.0 / 7
	Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Moved scripts to script procedure

Updated step 1 QSE Requests to Decommit a Resource, updated GTL to GTC, and moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Renamed and updated Zorrillo – Ajo table

Moved scripts to script procedure

Updated for implementation of NOGRR135/NPRR642 and moved scripts to script procedure

Moved scripts to script procedure & updated GTL to GTC

Updated 50% Probability Of Down Ramp to 30%, removed 70% Probability Of Up Ramp, added note and moved scripts to script procedure

New process for implementation of NOGRR135/NPRR642

Updated section number and moved scripts to script procedure

Updated section number and moved scripts to script procedure

Updated section number

Updated section number and moved scripts to script procedure

Moved scripts to script procedure
Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure

Moved scripts to script procedure
	May 1, 2015

	All Sections

2.3

3.1

3.5

4.4
	1.0 / 1

1.0 / 15

1.0 / 6

1.0 / 7

1.0 / 24
	Added a “T” for TO scripts

Renamed section to Site Failovers and Database Loads

Updated Gap Study

Updated Procedure Purpose. Updated GMD MIS Posting Scripts to include “until time”

Updated procedure purpose and step ≤500MW
	July 15, 2015

	4.1

4.5


	1.0 / 35

1.0 / 6


	Updated step 1 Post-Contingency Overloads

Replaced East Texas Stability with Panhandle Stability

Added Laredo Import Stability

Removed Zorillo – Ajo Table
	September 9, 2015

	4.5

7.2
	1.0 / 7

1.0 / 1
	Removed Panhandle Stability Step 1, updated Step 2, and Laredo Area Stability

Updated Double-Circuit Contingency actions
	October 1, 2015

	2.3

3.3

3.5

4.1

4.2

4.3

4.4

4.5

4.6

4.8

4.9

7.1

7.3

7.4

7.6

8.1

8.2

8.3

8.4

9.1
	1.0 / 16

1.0 / 16

1.0 / 8

1.0 / 36

1.0 / 22

1.0 / 11

1.0 / 25

1.0 / 8

1.0 / 21

1.0 / 13

1.0 / 5

1.0 / 22

1.0 / 21

1.0 / 17

1.0 / 9

1.0 / 11

1.0 / 11

1.0 / 10

1.0 / 11

1.0 / 8
	Updated step Site Failover T#17

Updated step Site Failover Complete T#18

Updated State Estimator/RTCA step 3 T#21 & step 7 T#22

Updated Voltage Security Assessment Tool (VSAT) step 2  T#23 & step 6 T#24

Updated step 1  T#25

Updated step K Level Increases/Decreases T#26

Updated step Cancel T#27

Updated Review Planned Outage notes step Cascading Condition

Updated Basecase Overloads step Qualifying Facilities T#28

Updated Rio Grande Valley step 2

Added Rio Grande Valley step Reliability Margin <100 MW 

Updated Rio Grande Valley step 3 T#29

Updated step Cascading Condition

Updated Pre-Contingency Load Shedding to avoid Post-Contingency cascading step 3 T#30

Updated step ≤300 T#31

Updated step ≤100 T#32

Updated step 0MW T#33

Updated Laredo Area Stability step 4 T#29

Updated Zorrillo – Ajo 345kV Stability step 1 & step 2

Added Liston Stability

Added Molina Stability

Updated Special Protective Systems (SPS) step SPS Posting

Updated Mitigation Plan (MP) step Issue Watch T#34

Updated Mitigation Plan (MP) step Cancel Watch T#35

Updated Advisory step Cancel Advisory T#2

Updated Watch step Issue Watch T#3

Updated Watch step Cancel Watch T#4

Updated step GTC T#36

Updated Title Operating Condition Scripts

Updated Operating Condition Scripts step Hotline T#37

Updated Operating Condition Scripts step Hotline Cancellation T#38

Updated Title Specific Scripts for QSE’s

Updated Specific Scripts for QSE’s step 30% Probability Of Down Ramp T#39 & T#40

Updated Specific Scripts for QSE’s step Failure T#41 & T#42

Updated Specific Scripts for QSE’s step EMMS (LFC and RLC/SCED) Failure T#43 & T#44

Updated Specific Scripts for QSE’s step Increasing Amount of Ancillary Services T#45 & T#46

Updated Specific Scripts for QSE’s step A/S Insufficiency Offers in DAM T#47 & T#48

Updated Specific Scripts for QSE’s step REG/RRS – RUC Committed Shortages T#51 & T#52

Updated Specific Scripts for QSE’s step DAM Timeline Deviation T#53 & T#54

Updated Specific Scripts for QSE’s step DAM Failure T#55 & T#56

Updated Specific Scripts for QSE’s step DRUC Delay or Timeline Deviation T#57 & T#58

Updated Specific Scripts for QSE’s step DRUC Timeline not Met T#59 & T#60

Updated Specific Scripts for QSE’s step HRUC Failure or Timeline Deviation T#61 & T#62

Updated Specific Scripts for QSE’s step DRUC Committed for Capacity Shortage T#63 & T#64

Updated Specific Scripts for QSE’s step Excess Generation T#65 & T#66

Updated Specific Scripts for QSE’s step Projected Reserve Capacity Shortage with no market solution T#67 & T#68

Updated Specific Scripts for QSE’s step RMR Projected Reserve Capacity Shortage T#69 & T#70

Update first note, Updated Implement EEA Level 1 step Load Management title T#6

Updated Implement EEA Level 2 step 1 T#7

Updated Implement EEA Level 3 step 1 T#8, and 

Implement NPRR708 for EEA

Updated Restore Firm Load step 1 T#9 & T#10

Updated Move from EEA Level 1 to EEA 0 step 1 T#13

Updated step Return to Normal TO Notification T#71

Updated step OCN #72

Updated step Advisory T#73

Updated step Watch T#74

Updated step Emergency T#75

Updated step OCN T#76

Updated step Advisory T#77

Updated step Watch T#78

Updated step Emergency Notice T#79

Updated step OCN T#80

Updated step Advisory T#81

Updated step Watch T#82

Updated step Emergency Notice T#83

Updated step OCN/Advisory/Watch T#84

Updated step 2 T#85

All procedures in this manual have been reviewed
	December 31, 2015

	2.1

4.1

4.3

4.5

4.6

5.1

6.1

7.1

9.1
	1.0 / 3

1.0 / 37

1.0 / 12

1.0 / 9

1.0 / 22

1.0 / 12

1.0 / 24

1.0 / 23

1.0 / 9
	Updated System Operator Responsibilities and Authority

Updated NERC Standard Reference

Updated NERC Standard Reference

Updated Molina Stability

Updated NERC Standard Reference

Updated NERC Standard Reference

Updated NERC standard Reference

Updated Voltage Security Assessment Tool step 1 table

Updated PSS & AVR step Note

Added Specific Scripts for QSE’s T#86

Updated Specific Scripts for QSE’s T#51

Updated Alert Levels
	February 1, 2016 

February 10, 2016

	1.3

6.1

7.1
	1.0 / 2

1.0 / 25

1.0 / 24
	Removed Interchange Coordinator

Updated STP Voltage Table

Updated Execute a SASM script title T#86
	

	3.1

4.1

4.2

4.4

4.5

6.1
	1.0 / 11

1.0 / 38

1.0 / 23

1.0 / 26

1.0 / 10

1.0 / 26
	Updated step STP Lines

Updated Review Planned Outages Cascading Condition

Updated Reliability Margin

Updated ≤300MW

Updated Zorrillo – Ajo 345kV Stability step 1

Updated step STP Voltage Table, 1 and 2
	April 29, 2016

	2.1

2.2

4.1

4.2

4.3

4.4

4.5

4.6

6.1

7.1

7.4

7.5
	1.0 / 4

1.0 / 4

1.0 / 39

1.0 / 24

1.0 / 13

1.0 / 27

1.0 / 11

1.0 / 23

1.0 / 27

1.0 / 25

1.0 / 18

1.0 / 12
	Updated for COM-002-4

Updated steps for COM-002-4

Updated steps for NPRR748, NOSCED and COM-002-4

Updated Reliability Margin

Updated steps for COM-002-4

Updated steps for COM-002-4

Updated step for COM-002-4

Updated steps for COM-002-4 

Updated steps for COM-002-4

Updated steps for COM-002-4 & added Typical Script T#87 BAAL Firm Load Shed

Updated Restore Firm Load step 1 

Updated steps for COM-002-4
	June 30, 2016

	4.2

4.5

6.1

7.1


	1.0 / 25

1.0 / 12

1.0 / 28

1.0 / 26


	Updated RUC/Future Studies & Deleted Note

Added Zorillo-Ajo 345 kV Stability note

Replaced step 1 with note

Updated Liston Stability Step 1 & Step 2

Removed Molina Stability

Added Red Tap Stability

Updated Real-Time Voltage Issues note

Updated ERCOT requesting Resource to operate beyond URL Exceeding URL or Reducing Output

Updated Voltage Security Assessment Tool step 1

Updated Specific Scripts for QSE’s T#43 T#44, T#61 & T#62
	September 30, 2016

	4.1

4.5


	1.0 / 40

1.0 / 13


	Updated Review Planned Outage Notes step Cascading Condition

Added Basecase / Post-Contingency Exceedance of Phase Angle

Added Panhandle Stability step Weighted Short Circuit Ratio and updated step 1

Added Pomelo Stability
	November 2, 2016

	3.3

3.6

4.1

4.5

4.6

6.1

10.1


	1.0 / 17

1.0 / 0

1.0 / 41

1.0 / 14

1.0 / 24

1.0 / 29

1.0 / 6


	Updated Notes and State Estimator/RTCA section

Created a new procedure for resolving Real-time Data Issues per NOGRR162 

Updated 2nd Note, step 3 Post-Contingency Overloads

Updated Laredo Area Stability step 1

Updated Special Protection Systems (SPS) to Remedial Action Schemes (RAS)

Updated per STP agreement

Deleted Telemetry Issue that could affect SCED and/or LMPs

All procedures in this manual have been reviewed
	December 30, 2016

	1.1

1.3

2.1

2.3

2.4

3.1

3.2

3.3

3.5

3.6

4.1

4.2

4.3

4.5

4.6

4.7

5.2

6.1

7.1

7.3

7.5

7.6

8.2

8.3

10.1
	1.0 / 3

1.0 / 5

1.0 / 17

1.0 / 7

1.0 / 8

1.0 / 4

1.0 / 18

1.0 / 9

1.0 / 1

1.0 / 42

1.0 / 26

1.0 / 14

1.0 / 15

1.0 / 25

1.0 / 15

1.0 / 2

1.0 / 30

1.0 / 27

1.0 / 22

1.0 / 13

1.0 / 10

1.0 / 12

1.0 / 11

1.0 / 7
	Updated Introduction Purpose

Deleted section 1.3

Updated for IRO-001-4

Updated procedure purpose

Updated procedure purpose

Updated GAP Study

Updated categories to show RAS

Updated Notes

Updated Voltage Security Assessment Tool step 2

Updated procedure purpose

Changed step Situational Awareness to Mitigating Activities

Added step IROL
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